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Abstract—In this paper, we establish the concept of conflict analysis and demonstrate its applicability to aid the decision making of vehicles at different levels of automation and cooperation. In particular, we assume that the participating vehicles are equipped with vehicle-to-everything (V2X) communication and study cooperative maneuvers under status sharing and intent sharing. Conflict-free maneuvering strategies are developed and communication requirements for such strategies are determined. To demonstrate the developed framework, we investigate a scenario with an ego vehicle merging to a main road while another vehicle is approaching on that road. The results are demonstrated by both experimental data using real vehicles on a test track and simulations based on real highway data.
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I. INTRODUCTION

Conflict may arise between different road participants when their future trajectories cross each other. These conflicts, when not managed appropriately, may lead to safety hazards and eventually cause accidents. Human drivers use many cues from other road users to prevent conflicts and there is a clear need for automated vehicles to possess similar qualities in versatile road scenarios. Vehicle-to-everything (V2X) communication can be the enabling technology that allows vehicles of different levels of automation to manage conflicts while utilizing different levels of cooperation [1], [2].

Prior results show that V2X communication may be utilized by automated vehicles in order to improve their performance according to multiple metrics while performing different maneuvers [3]. During the next few decades, one may expect to deal with mixed traffic scenarios consisting of human-driven vehicles and vehicles of different automation levels [4], [5]. This opens up new opportunities for cooperation between different road participants as summarized in the top panel of Fig. 1. Most prior research efforts focused on the yellow shaded part where highly automated vehicles use maneuver coordination messages to reach agreements on future maneuvers [6]–[9]. Instead, in this paper, we focus on the green shaded part where vehicles of different automation levels cooperate to prevent conflicts. First, we establish conflict analysis for scenarios where vehicles share their current status (e.g., position and velocity) via V2X communication and the participating vehicles include connected human-driven vehicles (CHVs) as well as connected automated vehicles (CAVs). We analyze the situation from the perspective of an ego vehicle that is considered to be a CAV. Then we extend conflict analysis to cases where vehicles share their intent regarding their future motion and quantify the benefits of such information from the perspective of the ego vehicle.

We utilize the results of conflict analysis to aid the decision making of the ego vehicle (CAV) as illustrated at the bottom panel of Fig. 1. The CAV shall predict the motion of remote vehicles based on the available information and use these pre-
dictions when deciding what action to take so that no conflicts arise. Then the ego vehicle shall execute the chosen action using a control algorithm. When the CAV receives information only about the current status of the remote vehicles, the decisions that ensure conflict-free maneuvers are expected to be conservative. We will show that performance can be improved when the remote vehicles also provide information about their intent (which requires them to have at least some low level of automation). In scenarios when vehicles of higher levels of automation meet, they may agree about what actions to take in a cooperative manner and further reduce conservatism [6]–[9]. There also exists a sizable literature of strategies where even the control actions of the highly automated vehicles are carried out cooperatively. Such strategies include virtual platooning [10], optimal control [11]–[13], model predictive control [14], and reachability analysis [15]–[18]. Applications include not only automated ground vehicles but also unmanned aerial vehicles [19], [20]. Such strategies can significantly increase efficiency but also require a high level of automation of all traffic participants and are outside of the scope of this article.

Managing conflicts in mixed autonomous systems generated interests in multiple research communities. In [21] a framework for robot-human collision avoidance was proposed, where prediction of human behavior was achieved by a statistical model without considering interaction, and robot trajectories generated by sequential planning were tracked by robust reachability-based controllers. In [22], game theory was used to model human decision making, and reinforcement learning was used for intelligent agents to generate the optimal action sequence. Recent studies on conflict resolutions between automated and human-driven vehicles, especially in scenarios such as merges, lane changes and roundabouts [23]–[25], used a variety of optimal control techniques including dynamic programming, model predictive control, and reinforcement learning. However, these methods suffer from limited scalability due to the “curse of dimensionality” arising in dynamic optimization problems. Moreover, to the best of our knowledge, no prior works studied the effects of wireless communication (e.g., communication range, range, and information types) on conflict resolution in mixed-autonomous vehicle scenarios. This paper provides a first effort to fill these gaps by building a scalable framework of conflict analysis for vehicles of various levels of automation and cooperation, while unveiling the benefits of V2X connectivity.

We define a conflict as an event when the trajectories of traffic participants intersect so that they appear at the same location at the same time. Since vehicles have finite dimensions, we define a conflict zone of a finite size. For simplicity, we focus on cooperative maneuvers where the conflict zone is fixed to the ground as depicted in Fig. 2(a)–(c). Then, to prevent conflicts, no more than one vehicle must be present in the conflict zone at the same time. We develop conflict analysis using the representative example where the ego vehicle merges to a main road while a remote vehicle is approaching on that road [26]. However, the methods we develop can be applied to a larger set of maneuvers where multiple vehicles must enter a given spatial domain. Examples include intersections, roundabouts, and lane changes [11], [27], [28] with conflict zones of different shapes and sizes.

We consider conflict prevention from the perspective of the ego vehicle which, according to the traffic rules, must yield to the other vehicle approaching the conflict zone on the main road. It is assumed that both vehicles are equipped with V2X communication devices and the ego vehicle is automated, thus, referred to as a CAV; see Fig. 2(d). We demonstrate how conflict analysis can be utilized by the CAV for decision making under different levels of cooperation. Namely, we consider status sharing and intent sharing scenarios which can be supported by different types of wireless messages [1].

In conflict analysis, we consider the performance limits of both vehicles and calculate the so-called no-conflict, conflict, and uncertain domains in the state space for the cases when the ego vehicle merges ahead of the remote vehicle and when it merges behind. We demonstrate that the corresponding conflict charts can be used for decision making by the ego vehicle. Based on the conflict analysis, we also derive a V2X communication range requirement. If the ego vehicle receives status sharing messages before the remote vehicle enters this range, conflict-free maneuvers can be guaranteed independent of the remote vehicle’s future motion. Then, we design a longitudinal controller for the ego CAV to execute the maneuver. We demonstrate that even a single status message from the remote vehicle can enable the vehicle to prevent conflicts and that the time efficiency can be significantly improved when receiving more status updates. We also show that by receiving intent information from the remote vehicle, a CAV can significantly enhance its capability of preventing conflicts and also improve its time efficiency. The developed conflict analysis framework is demonstrated by real vehicles via experiments performed at a test track and via simulations using highway traffic data collected at South-East Michigan.

This paper extends and generalizes the initial results presented in the conference paper [29], where conflict analysis was initially proposed considering status sharing between vehicles. The major technical contributions of this paper are summarized as follows. (i) We build a generalized and scalable framework for conflict analysis incorporating different levels of cooperation, which enables fast and reliable decision making and controller design. (ii) We systematically study and quantify the benefits of status and intent sharing via V2X communication in conflict resolution. (iii) We demonstrate the applicability of the framework experimentally using real vehicles and real traffic data.

The rest of the paper is organized as follows. In Sec. II the mathematical model for vehicle dynamics is constructed. In Sec. III we establish the conflict analysis framework. We introduce the concept of conflict charts, derive the V2X communication range requirement, and use these results to construct a decision-making rule for the ego vehicle. In Sec. IV we investigate the scenario when the remote vehicle shares its intent with the ego vehicle via V2X communication. In Sec. V we design a controller that enables the ego CAV to execute non-conflicting maneuvers. In Sec. VI experiments performed at a test track and simulations using real traffic data are presented. Finally, in Sec. VII we conclude the paper and point out future research directions.
Assuming that the velocity is between the assigned limits $v \in (v_{\min}, v_{\max})$, we have

$$\text{sat}(u) = \begin{cases} a_{\min} & \text{if } u \in (-\infty, a_{\min}], \\ u & \text{if } u \in (a_{\min}, a_{\max}], \\ a_{\max} & \text{if } u \in [a_{\max}, \infty). \end{cases}$$

For $v = v_{\min}$, we substitute $a_{\min}$ with 0, since the vehicle would not decelerate in this case. Similarly, when $v = v_{\max}$, we substitute $a_{\max}$ with 0, since the vehicle would not exceed the speed limit. Indeed, the acceleration limits and the speed limits may be different for different vehicles; see Table I. Notice that $v_{\min,2}$ is set to zero, that is, the ego vehicle is allowed to stop along the ramp. Since we are controlling the motion of the ego vehicle, we also assume that we are able to assign acceleration limits that correspond to emergency braking and full-throttle acceleration [4]. On the other hand, we do not have control over the remote vehicle (it may be a human-driven vehicle), and we assume that its acceleration and speed limits correspond to reasonable highway driving behavior. Note that this analysis could also be carried out for different parameter values.

Now we define the state vector

$$x := [r_1 \ v_1 \ r_2 \ v_2]^T \in \Omega,$$

where $\Omega := [-s, \infty) \times [v_{\min,1}, v_{\max,1}] \times [-s, \infty) \times [0, v_{\max,2}]$. These states can be made available for both vehicles via V2X connectivity (e.g., a status sharing message from the remote vehicle shall contain $[r_1 \ v_1]^T$). However, when designing the decision making and control algorithms, we can only prescribe the input $u_2$ of the ego vehicle. The input $u_1$ of the remote vehicle cannot be prescribed, only its bounds (given by the saturation function) are assumed to be known. When the intent of the remote vehicle is shared via V2X communication, the ego vehicle may utilize this information to have a better prediction of the remote vehicle’s motion, but the one still has no control over $u_1$. That is, the overall system (1) is not controllable, and our goal is to ensure that no conflict occurs under such assumptions.

### III. Conflict Analysis

In this section, we provide a rigorous definition of conflict using mathematical logic and the model constructed above. Then, we calculate domains of different qualitative behaviors in the state space and display them on conflict charts.

As mentioned above, a conflict occurs if both vehicles appear in the conflict zone at the same time. This can be formalized as the proposition

$$C := \{\exists t, r_1(t) \in [-s, 0] \land r_2(t) \in [-s, 0]\},$$

and a non-conflicting maneuver is given by

$$-C = \{\forall t, r_1(t) \notin [-s, 0] \lor r_2(t) \notin [-s, 0]\},$$

where we use the symbols $\land$ (and), $\lor$ (or), and $\neg$ (negation). This definition can be generalized for more than two vehicles and for different traffic scenarios such as intersections, roundabouts, and lane changes.

### Table I: Parameters Values Used in the Paper.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L$</td>
<td>20 [m]</td>
</tr>
<tr>
<td>$a_{\min,1}$</td>
<td>$-4$ [m/s$^2$]</td>
</tr>
<tr>
<td>$a_{\max,1}$</td>
<td>2 [m/s$^2$]</td>
</tr>
<tr>
<td>$v_{\min,1}$</td>
<td>20 [m/s]</td>
</tr>
<tr>
<td>$v_{\max,1}$</td>
<td>35 [m/s]</td>
</tr>
<tr>
<td>$l$</td>
<td>5 [m]</td>
</tr>
<tr>
<td>$a_{\min,2}$</td>
<td>$-8$ [m/s$^2$]</td>
</tr>
<tr>
<td>$a_{\max,2}$</td>
<td>4 [m/s$^2$]</td>
</tr>
<tr>
<td>$v_{\min,2}$</td>
<td>0 [m/s]</td>
</tr>
<tr>
<td>$v_{\max,2}$</td>
<td>35 [m/s]</td>
</tr>
</tbody>
</table>
We can decouple \(-C\) into two cases where the ego vehicle merges ahead of the remote vehicle and where it merges behind:

\[ P := \{ \exists t, r_1(t) = 0 \land r_2(t) < -s \}, \]
\[ Q := \{ \exists t, r_1(t) = -s \land r_2(t) > 0 \}. \]

Proposition \(P\) describes that by the time the remote vehicle enters the conflict zone, the ego vehicle has already passed it, while proposition \(Q\) states that by the time the ego vehicle enters the conflict zone, the remote vehicle has already passed it. Furthermore, one can show that the relationship \(P \lor Q \iff \neg C\) holds (see Appendix A), leading to the definition of non-conflicting maneuver.

**Definition 1.** Given the dynamics (1), a maneuver is non-conflicting if proposition \(P\) or proposition \(Q\) is true. \[\Box\]

Again, this definition may be extended to more than two vehicles by defining pairwise conflicts and can be generalized to a large variety of traffic scenarios.

Proposition \(P\) can be decomposed into three cases:

1. **No-conflict with respect to \(P\):** the ego vehicle is able to merge ahead without conflict independent of the subsequent motion of the remote vehicle.
2. **Uncertain with respect to \(P\):** the ego vehicle may be able to merge ahead without conflict depending on the subsequent motion of the remote vehicle.
3. **Conflict with respect to \(P\):** the ego vehicle is not able to merge ahead without conflict independent of the subsequent motion of the remote vehicle.

Mathematically these can be formulated as disjoint sets in state space:

\[ \mathcal{P}_g := \{ x(0) \in \Omega | \forall u_1(t), \exists u_2(t), P \text{ for } t > 0 \}, \]
\[ \mathcal{P}_y := \{ x(0) \in \Omega | (\exists u_1(t), \forall u_2(t), \neg P \text{ for } t > 0) \wedge (\exists u_1(t), \exists u_2(t), P \text{ for } t > 0) \}, \]
\[ \mathcal{P}_r := \{ x(0) \in \Omega | \forall u_1(t), \forall u_2(t), \neg P \text{ for } t > 0 \}, \]

and we refer to these as no-conflict set, uncertain set, and conflict set with respect to merge ahead, respectively. The subscripts \(g\), \(y\) and \(r\) correspond to the colors green, yellow, and red that will be used to visualize the sets in state space. Similarly, based on proposition \(Q\), the state space can be decomposed into no-conflict set, uncertain set, and conflict set with respect to the merge behind, that is,

\[ \mathcal{Q}_g := \{ x(0) \in \Omega | \forall u_1(t), \exists u_2(t), Q \text{ for } t > 0 \}, \]
\[ \mathcal{Q}_y := \{ x(0) \in \Omega | (\exists u_1(t), \forall u_2(t), \neg Q \text{ for } t > 0) \wedge (\exists u_1(t), \exists u_2(t), Q \text{ for } t > 0) \}, \]
\[ \mathcal{Q}_r := \{ x(0) \in \Omega | \forall u_1(t), \forall u_2(t), \neg Q \text{ for } t > 0 \}. \]

Note that the first and second predicates in (8) are the negation of the predicates in (7) and (9), that is,

\[ (\exists u_1, \exists u_2, \neg P) \iff \neg(\exists u_1, \exists u_2, P), \]
\[ (\exists u_1, \forall u_2, P) \iff \neg(\exists u_1, \forall u_2, \neg P), \]

implying that \(\mathcal{P}_g, \mathcal{P}_y,\) and \(\mathcal{P}_r\) are pairwise disjoint and giving \(\mathcal{P}_g \cup \mathcal{P}_y \cup \mathcal{P}_r = \Omega\). Similar relationships also exist in (10-12).

We remark that the formal logic-based set description can be naturally extended to more complex conflict scenarios (e.g., more vehicles or lanes), which guarantees mathematical strictness while keeping the definition concise and scalable. We also emphasize that the decoupling of the propositions \(P\) and \(Q\) breaks down the problem of preventing conflict into the merge ahead scenario and the merge behind scenario.

**A. Conflict charts**

Using model (1), the boundaries between the domains \(\mathcal{P}_g, \mathcal{P}_y,\) and \(\mathcal{P}_r\) in state space can be calculated analytically, and the same holds for \(\mathcal{Q}_g, \mathcal{Q}_y,\) and \(\mathcal{Q}_r\). By superimposing these domains, we can create conflict charts that separate the state space into non-conflict, uncertain, and conflict domains.

First, we focus on the sets \(\mathcal{P}_g, \mathcal{P}_y,\) and \(\mathcal{P}_r\). If \(r_1(0) \in [-s, 0)\), the remote vehicle starts in the conflict zone and the ego vehicle has no chance to merge ahead without conflict. When \(r_1(0) \in (0, \infty)\), we can describe two boundaries, \(r_2 = p_1(r_1, v_1, v_2)\) and \(r_2 = q_2(r_1, v_1, v_2)\), which separate \(\mathcal{P}_g, \mathcal{P}_y,\) and \(\mathcal{P}_r\) as visualized in the \((v_2, r_2)\)-plane in Fig. 3(a). These boundaries are derived by considering that by the time the remote vehicle enters the conflict zone the ego vehicle just exits while applying the input bounds \((u_1(t), u_2(t)) \equiv (a_{\text{max}, 1}, a_{\text{max}, 2})\) and \((u_1(t), u_2(t)) \equiv (a_{\text{min}, 1}, a_{\text{min}, 2})\); see Appendix B.

It can be proven that \(p_2(r_1, v_1, v_2) \geq p_1(r_1, v_1, v_2)\), \(\forall r_1 \in (0, \infty), v_1 \in [v_{\text{min}, 1}, v_{\text{max}, 1}], v_2 \in [0, v_{\text{max}, 2}]\). Thus, the regions \(\mathcal{P}_g, \mathcal{P}_y,\) and \(\mathcal{P}_r\) are given by

\[ \mathcal{P}_g = \{ x \in \Omega | r_2 < p_1(r_1, v_1, v_2) \}, \]
\[ \mathcal{P}_y = \{ x \in \Omega | p_1(r_1, v_1, v_2) \leq r_2 < p_2(r_1, v_1, v_2) \}, \]

and these are shaded as green, yellow, and red in Fig. 3(a), respectively.

Similarly, consider the sets \(\mathcal{Q}_g, \mathcal{Q}_y,\) and \(\mathcal{Q}_r\). There are two boundaries related to proposition \(Q\): \(r_2 = q_1(r_1, v_1, v_2)\) and \(r_2 = q_2(r_1, v_1, v_2)\); see Fig. 3(b). These are calculated by considering that by the time the remote vehicle exits the conflict zone, the ego vehicle just enters while applying the input bounds \((u_1(t), u_2(t)) \equiv (a_{\text{min}, 1}, a_{\text{min}, 2})\) and \((u_1(t), u_2(t)) \equiv (a_{\text{max}, 1}, a_{\text{min}, 2})\). Note that boundaries \(q_1\) and \(q_2\) overlap for \(v_2 \in [0, -t_{q2} a_{\text{min}, 2}]\), where \(t_{q2}\) represents the time needed for the remote vehicle to exit the conflict zone, with \(u_1(t) \equiv a_{\text{max}, 1}\); see (57-59) in Appendix B. One can then prove that \(q_1(r_1, v_1, v_2) \geq q_2(r_1, v_1, v_2)\), \(\forall r_1 \in [-s, \infty), v_1 \in [v_{\text{min}, 1}, v_{\text{max}, 1}], v_2 \in (t_{q2} a_{\text{min}, 2}, \infty)\). Thus, the regions \(\mathcal{Q}_g, \mathcal{Q}_y,\) and \(\mathcal{Q}_r\) are

\[ \mathcal{Q}_g = \{ x \in \Omega | r_2 > q_1(r_1, v_1, v_2) \}, \]
\[ \mathcal{Q}_y = \{ x \in \Omega | q_2(r_1, v_1, v_2) < r_2 \leq q_1(r_1, v_1, v_2) \}, \]

and these regions are shaded as green, yellow, and red in Fig. 3(b), respectively.

Figure 3(d)-(e) visualize the corresponding boundaries and regions in the \((r_1, r_2)\)-plane, where the red square at the bottom left corner represents the conflict zone. Note that
the sets partitioning the state space are obtained analytically using the simple model (1) without resistance terms. With more complicated models, analytical calculations may not be possible and numerical tools may be needed. Developing such tools, however, is beyond the scope of this paper.

Having introduced the boundaries and regions related to \( P \) and \( Q \) separately, we combine them together in Fig. 3(c) and (f). Each region in these graphs is given by the intersection of a set related to \( P \) and a set related to \( Q \). We color the regions as follows: combining a green region with any other region gives green; combining a yellow region with a yellow or red region gives yellow; combining two red regions gives red. We refer to these as unified conflict charts. Such conflict charts can be built by the ego vehicle once a status of the remote vehicle is received (via V2X) since the positions and velocities of both vehicles are required to determine the boundaries \( p_1, p_2, q_1, q_2 \) partitioning the state space.

In the unified conflict chart in Fig. 3(f), the red-shaded region corresponds to the “capture set” computed in [15], [17]. However, here the decision making boundaries further divide the rest of the state space into different regions, enabling the ego vehicle to make decisions (and act on them) long before approaching the capture set. As will be explained below, the decision in the green region below the blue boundary shall be “merge ahead” and in the green region above the blue boundary shall be “merge behind” in order to prevent conflict independent of the future behavior of the remote vehicle.

Fig. 4(a)-(d), show a sequence of charts in the \((v_2, r_2)\)-plane for fixed \(v_1\) and different \(r_1\) values as indicated, which illustrates the evolution of the boundaries while the remote vehicle approaches the conflict zone with constant speed. On the other hand, Fig. 4(e)-(h) show a sequence of conflict charts in the \((r_1, r_2)\)-plane when the remote vehicle travels at constant speed while the ego vehicle is accelerating. Indeed, the sequences of two-dimensional conflict charts depend on the behaviors of the ego and remote vehicles.

B. Communication range and decision making rule

The conflict charts introduced above provide a general tool for decision making. These, however, rely on having motion information available from the remote vehicle, which, in most cases, cannot be obtained using optical sensors, but require the use of V2X communication. Here we provide conditions for the required range of V2X communication in order to guarantee conflict free maneuvers.

For initial conditions \(x(0) \in P_g \cup Q_g\) in the green region, there exists a controller \(u_2(t)\) such that conflict can be prevented for \(t > 0\), that is, \(x(t) \in P_g \cup Q_g\). The following theorem relates this to a communication range requirement.

Theorem 1. The statement \(x(0) \in P_g \cup Q_g\) holds for \(r_1(0) \geq r_1^*\) where

\[
r_1^* = \max \{ \Xi_1, \tau_1 \},
\]

and

\[
\Xi_1 = \begin{cases} 
\sqrt{\frac{2a_1}{v_{max,1}^2}}, & \text{if } s a_{max,2} \leq \frac{1}{2} v_{max,2}^2, \\
\left(s + \frac{v_{max,2}}{2a_{max,2}} \right) \frac{v_{max,1}}{\max,2}, & \text{otherwise},
\end{cases}
\]

\[
\tau_1 = \left( s - \frac{v_{max,2}}{2a_{min,2}} \right) \frac{v_{max,1}}{v_{max,2}}.
\]

Proof. See Appendix C.

The proof is based on showing that, if \(r_1(0) \geq r_1^*\), then \(p_1(r_1, v_1, v_2) \geq q_1(r_1, v_1, v_2)\) independent of the values of \(v_1\) and \(v_2\), meaning that the system state is guaranteed to stay in the green no-conflict domain \(P_g \cup Q_g\). The theorem implies that if the ego vehicle receives a status packet from the remote vehicle (at \(t = 0\)) when the latter is at least \(r_1^*\) distance away from the conflict zone, then independent of the input \(u_1(t)\), \(t \geq 0\), there exists a controller \(u_2(t)\), \(t \geq 0\) which can prevent conflicts for \(t > 0\). For the parameters in Table I, we have \(r_1^* = 124 [m]\) which is possible to satisfy with current V2X technologies. Fig. 5(a)-(c) show how the communication range \(r_1^*\) is affected by the parameters of the ego vehicle. Notice that with lower capability of accelerating and decelerating, larger communication range is required to prevent conflict. This also implies that having a larger communication range may help one to improve passenger comfort.

Now we propose a decision making rule for the ego vehicle:

\[
\text{decision} = \begin{cases} 
\text{merge ahead,} & \text{if } x(0) \in P_g, \\
\text{merge behind,} & \text{if } x(0) \not\in P_g \land x(0) \in Q_g.
\end{cases}
\]
Fig. 4. (a)-(d) Conflict charts in the \((v_2, r_1)\)-plane when the remote vehicle is approaching with a constant speed. (e)-(h) Conflict charts in the \((r_1, r_2)\)-plane when the remote vehicle travels at constant speed while the ego vehicle is accelerating. According to the decision making rule (23), the decision in the green region below the blue boundary is merge ahead while the decision in the green region above the blue boundary is merge behind.

Fig. 5. Communication range as a function of (a) \(a_{\text{max},2}\), (b) \(a_{\text{min},2}\), and (c) \(v_{\text{max},2}\), where the parameters of the remote vehicle are given in Table I.

That is, if the initial state \(x(0) \in \mathcal{P}_g\), then independent of the motion of the remote vehicle, the ego vehicle is able to merge ahead without conflict, and the decision maximizes its time efficiency. On the other hand, if \(x(0) \notin \mathcal{P}_g\) and \(x(0) \in \mathcal{Q}_g\), then independent of the motion of the remote vehicle, the ego vehicle is able to merge behind without conflict.

If the communication range requirement in Theorem 1 is satisfied, a non-conflicting decision is guaranteed by (23) for any initial state of the ego vehicle. Also, (23) suggests that for \(x(0) \in \mathcal{P}_g \cap \mathcal{Q}_g\), the ego vehicle still chooses to merge ahead to increase its time efficiency. If the communication range requirement is not satisfied (see, e.g., Fig. 4(b)-(d)), the decision making rule (23) can still be applied. However, if the initial state \(x(0) \notin \mathcal{P}_g \cup \mathcal{Q}_g\) then a definite decision cannot be made due to the unknown future behaviors of the remote vehicle. In the next section, we provide a potential solution to this problem by making the intent of the remote vehicle available via V2X connectivity.

IV. CONFLICT ANALYSIS WITH INTENT INFORMATION

In this section, we show that obtaining intent information from the remote vehicle can help the ego vehicle to make decisions since it decreases the uncertainty regarding the future behavior of the remote vehicle. We also demonstrate that making better decisions may significantly improve the time efficiency of the ego vehicle when merging. We note again that intent sharing is beneficial to cooperative driving when it is shared by a vehicle with at least partial automation; see Fig. 1.

First, we define the intent of the remote vehicle under the scenario described in Section II.

Definition 2. Given the dynamics (1,2), the intent of the remote vehicle is a restricted velocity domain \(v_1(t) \in [\underline{v}_1, \bar{v}_1]\) and acceleration (input) domain \(a_1(t) \in [\underline{a}_1, \bar{a}_1]\) over some time period \(t \in [0, \Delta t]\), where \(v_{\text{min},1} \leq \underline{v}_1 \leq \bar{v}_1 \leq v_{\text{max},1}\) and \(a_{\text{min},1} \leq \underline{a}_1 \leq \bar{a}_1 \leq a_{\text{max},1}\).

For example, in a highway driving scenario with cruise control, an intent message may encode that for the next \(\Delta t = 15\) seconds, the remote vehicle will travel with a speed between \(\underline{v}_1 = 27\) [m/s] and \(\bar{v}_1 = 29\) [m/s] while limiting its acceleration between \(\underline{a}_1 = -1\) [m/s\(^2\)] and \(\bar{a}_1 = 1\) [m/s\(^2\)].

For simplicity, we assume that the time interval \(\Delta t\) of the intent covers the time horizon until the remote vehicle clears the conflict zone. This assumption is realistic for merge, intersection crossing, and lane change maneuvers as those typically last for a few seconds. Thus, when the intent information is available, the boundaries in the conflict charts can be re-calculated using the formulas in Appendix B with the remote vehicle’s velocity and acceleration limits given by its intent. Let us use \(r_2 = \bar{q}_1(r_1, v_1, v_2)\), \(r_2 = \bar{p}_2(r_1, v_1, v_2)\), \(r_2 = \bar{q}_1(r_1, v_1, v_2)\), and \(r_2 = \bar{q}_2(r_1, v_1, v_2)\) to denote the new boundaries. One can then define no-conflict, uncertain, and conflict sets with intent information. For proposition \(P\) we
Proof. See Appendix D.

The following Theorem gives the relationships between the sets with and without intent information.

**Theorem 2.** Given the intent of the remote vehicle, we obtain

\[
\begin{align*}
\bar{P}_g & \subseteq \bar{P}_g, \quad \bar{P}_y \supseteq \bar{P}_y, \quad \text{and} \quad \bar{P}_r \subseteq \bar{P}_r, \\
Q_g & \subseteq Q_g, \quad Q_y \supseteq Q_y, \quad \text{and} \quad Q_r \subseteq Q_r.
\end{align*}
\]

**Proof.** See Appendix D.

The relationships (30) and (31) reveal that with the intent both the no-conflict and conflict sets (with respect to \( P \) and \( Q \)) expand, while the uncertain sets (with respect to \( P \) and \( Q \)) shrink. These are illustrated in the conflict charts in Fig. 6(a) and (d), and Fig. 6(b) and (e), respectively.

The following Corollary states that the uncertain sets \( \bar{\bar{P}}_y \) and \( \bar{\bar{Q}}_y \) disappear when considering a deterministic future motion (i.e., constant acceleration) for the remote vehicle.

**Corollary 1.** \( \bar{\bar{P}}_y = \bar{\bar{Q}}_y = \emptyset \) if the intent of the remote vehicle satisfies

\[
\{ \bar{a}_1 = \bar{a}_2 \} \lor \{ \bar{v}_1 = \bar{v}_2 = \bar{v}_1(t) \}.
\]

This corollary can be proved by noticing that (32) leads to the relationships \( \bar{\bar{P}}_y(\bar{r}_1, \bar{v}_1, \bar{v}_2) = \bar{\bar{P}}_y(\bar{r}_1, \bar{v}_1, \bar{v}_2) \) and \( \bar{\bar{Q}}_y(\bar{r}_1, \bar{v}_1, \bar{v}_2) = \bar{\bar{Q}}_y(\bar{r}_1, \bar{v}_1, \bar{v}_2) \) between the boundaries.

Combining the conflict charts associated with propositions \( P \) and \( Q \), yields the following property for the unified conflict charts.

**Corollary 2.** Given the intent of the remote vehicle, in the unified conflict charts we have

\[
\begin{align*}
P_g \cup Q_g & \subseteq \bar{\bar{P}}_g \cup \bar{\bar{Q}}_g, \\
P_r \cap Q_r & \subseteq \bar{\bar{P}}_r \cap \bar{\bar{Q}}_r.
\end{align*}
\]

This corollary can be proved from (30) and (31) with basic set operations. Practically, (33) and (34) mean that with intent the green and red regions expand, resulting in smaller yellow region in the state space \( \Omega \); cf. Fig. 6(c) with Fig. 3(c). That is, having intent information reduces the uncertainty in the decision making of the ego vehicle and provides additional danger awareness. Also, the decision making rule (23) can be adapted by using \( \bar{\bar{P}}_g \) and \( \bar{\bar{Q}}_g \) instead of \( \bar{P}_g \) and \( \bar{Q}_g \), respectively.

The charts in Fig. 7 quantify the benefits of using the intent information. These are obtained by superimposing the conflict charts with and without intent information; see Figs. 3, 4 and 6. In the gray-shaded regions, the decision remains unchanged. Fig. 7(a) shows that when the communication range requirement (20,21,22) is satisfied, there is a region where decision changes from merge behind to merge ahead. Fig. 7(b) depicts that when the communication range requirement is not satisfied, a previously yellow region changes to green and red. For example, points A, B, and C were in the yellow region in Fig. 3(c), while in Fig. 7(b) A and C are in the green region with decisions to merge behind and merge ahead, respectively. Point B is in the red region, giving the ego vehicle an awareness of danger that a conflict is not preventable.
its velocity reaches the CA V’s perspective). Note that according to the saturation diagram summarizing the decision making and control logic $u_2$ merges ahead of the remote vehicle without conflict, and for $t > 0$ when the speed limit $v_{\text{max},2}$ is not reached (a) and when it is reached (b).

Fig. 9. Velocity profiles when applying controller $u_{2}^A$, when the limit $v_{\text{max},2}$ is not reached (a) and when it is reached (b).

V. CONTROLLER DESIGN

Based on the conflict analysis presented above, we design a controller for the ego vehicle to execute a conflict-free merge. Recall that this vehicle is considered to be automated and we refer to this as a connected automated vehicle (CAV) in this section. On the other hand, no automation is assumed for the remote vehicle, i.e., it can be human-driven or automated. Finally, we assume that the communication range requirement given in Theorem 1 holds, i.e., the CAV receives a status update from the remote vehicle before the latter one reaches the distance $r^* \in$ conflict zone.

To ensure a non-conflicting maneuver independent of the remote vehicle’s future action $u_1(t)$, we propose the controller

$$u_2(t) = \begin{cases} u_{2}^A, & \text{if decision = merge ahead,} \\ u_{2}^B, & \text{if decision = merge behind,} \end{cases}$$

for $t \geq 0$; see (23). Here, $u_{2}^A$ ensures that the ego vehicle merges ahead of the remote vehicle without conflict, and $u_{2}^B$ ensures that it merges behind without conflict. A block diagram summarizing the decision making and control logic for the CAV is shown in Fig. 8, where the design of $u_{2}^Q$ is divided into several cases as discussed below.

For merge ahead, the CAV chooses constant control input

$$u_{2}^A = a_{\text{max},2},$$

since it makes the maneuver the most time-efficient (from the CAV’s perspective). Note that according to the saturation function (2) in (1), the CAV’s acceleration becomes zero once its velocity reaches $v_{\text{max},2}$. Fig. 9 shows two different velocity profiles when $u_{2}^A$ is applied to pass the conflict zone. Panels (a) and (b) correspond to cases when $v_{\text{max},2}$ is not reached and when it is reached, respectively.

For merge behind, the CAV uses the constant control input $u_{2}^B$ that is calculated by assuming the worst-case scenario

$u_1(t) = a_{\text{min},1}$ (or $u_1(t) = a_1$ when intent is available). To maximize the time efficiency (of the CAV), we set $u_{2}^Q$ such that the CAV arrives at the front edge of conflict zone at time $t_{q1}$, when the remote vehicle clears the conflict zone. In the formulas below, we drop the argument (0) when referring to the initial values of the state $x$, that is, we use $r_1, v_1, r_2, v_2$ instead of $r_1(0), v_1(0), r_2(0), v_2(0)$.

We distinguish two cases:

**Case 1:** $r_2 \leq \frac{1}{2}t_{q1}v_2 \implies$ the CAV must stop at the front edge of the conflict zone. Then the control input is given by

$$u_{2}^Q = -\frac{v_2^2}{2r_2},$$

which makes the CAV to stop right in front of the conflict zone at time $t_{q1}$; see Fig. 10(a) where the area below the curve is the distance $r_2$. Note that it can be shown from (37) that $u_{2}^Q > a_{\text{min},2}$.

**Case 2:** $r_2 > \frac{1}{2}t_{q1}v_2 \implies$ the CAV does not need to stop at the front edge of conflict zone. For this case there are two subcases.

**Case 2.1:** $a_{\text{max},2} < (v_{\text{max},2} - v_2)/t_{q1} \implies$ the CAV’s speed cannot reach $v_{\text{max},2}$ by time $t_{q1}$, not even by applying the maximum acceleration $a_{\text{max},2}$; see Fig. 10(b). In this case we use

$$u_{2}^Q = \begin{cases} \frac{2(r_2 - v_2t_{q1})}{t_{q1}^2}, & \text{if } r_2 \in \left(\frac{1}{2}t_{q1}v_2, \frac{1}{2}t_{q1}v_2 + v_2t_{q1}\right), \\ a_{\text{max},2}, & \text{otherwise.} \end{cases}$$

**Case 2.2:** $a_{\text{max},2} \geq (v_{\text{max},2} - v_2)/t_{q1} \implies$ the CAV’s speed can reach $v_{\text{max},2}$ by time $t_{q1}$; see Fig. 10(c). In this case we use

$$u_{2}^Q = \begin{cases} \frac{2(r_2-v_2t_{q1})}{t_{q1}^2}, & \text{if } r_2 \in \left(\frac{1}{2}t_{q1}v_2, \frac{1}{2}t_{q1}(v_2 + v_{\text{max},2})\right), \\ \frac{(v_{\text{max},2} - v_2)^2}{2(t_{q1}v_{\text{max},2} - r_2^2)}, & \text{if } r_2 \in \left(\frac{1}{2}t_{q1}(v_2 + v_{\text{max},2}), \frac{(v_{\text{max},2} - v_2)^2}{2a_{\text{max},2}} + t_{q1}v_{\text{max},2}\right), \\ a_{\text{max},2}, & \text{otherwise.} \end{cases}$$

Note that in Case 2.2 the control input $u_{2}^Q$ saturates once the CAV’s speed reaches $v_{\text{max},2}$.
The proposed controller guarantees that region $\mathcal{P}_g$ is invariant under $u_2^{\text{gs}}$, and $\Omega_g$ is invariant under $u_2^{\text{gs}}$. That is, $\mathcal{P}_g \cup \Omega_g$ is control invariant under (35). Recall that $u_2^{\text{gs}}$ is derived by using a status packet received from the remote vehicle at $t = 0$ and it is assumed that the remote vehicle is applying $u_1(t) \equiv a_{\text{min},1}$ (or $a_1$) along $t > 0$. However, if the CAV receives status updates later, it can re-calculate (37), (38), and (39) using the most recent information, which results in larger value of $u_2^{\text{gs}}$, and consequently, better time-efficiency for the CAV. The benefits of receiving frequent status updates will be shown in the next section.

VI. EXPERIMENTS AND SIMULATIONS

In this section, we show two applications of the conflict analysis framework developed above. First, we present experimental results obtained in a closed test track to demonstrate that (i) the theoretical conflict chart matches with data collected using real vehicles, and (ii) our conflict analysis can help a CAV to prevent conflicts that a human driver could not avoid. Second, we present numerical simulations by using real highway data for the remote vehicle to demonstrate that a CAV is able to prevent conflict when using the proposed decision making and control algorithms. We also demonstrate that the performance of CAV can be significantly enhanced when it utilizes intent information of the remote vehicle.

A. Experiments on test track with real vehicles

The experiments were performed on the test track of the University of Michigan called Mcity with two real vehicles; see the aerial view in Fig. 11(a). The remote vehicle (blue) traveled along the main road while the ego vehicle (white) merged onto the main road within the yellow rectangle of 50 meters length. The conflict zone is indicated by the red rectangle of 20 meters length. Fig. 11(b)-(f) show snapshots from one of the maneuvers where conflict arose. In the experiments both vehicles had human drivers, but the remote vehicle’s speed was regulated by cruise control (set to 30 [mi/hr] = 13.4 [m/s]), which may be considered as a low level of automation. The ego vehicle started from standstill from the locations marked by magenta dots in panel (a) and it launched some time after the remote vehicle has passed a landmark (indicated by the red line). Thus, by varying the launching location and the launching time, a set of different initial conditions were explored. The ego vehicle’s decision (and the corresponding act) on whether to merge ahead or behind the remote vehicle was made by the human driver. For each initial condition, multiple experiments were performed.

Both vehicles were equipped with GPS devices and V2X communication devices that allowed them to share their status (GPS-based position and speed) with a 10 Hz update rate using basic safety messages (BSMs) [30]. For intent sharing, the intended speed of the remote vehicle (13.4 [m/s]) was known by the driver of the ego vehicle. Correspondingly, when constructing the conflict chart in the $(r_1,r_2)$-plane in Fig. 12(a), we used velocity limits $v_{\text{min},1} = 13$ [m/s] and $v_{\text{max},1} = 14$ [m/s] (corresponding to the speed error of the cruise control) and $v_{\text{min},2} = 0$ and $v_{\text{max},2} = 20$ [m/s] (the speed limits of the ego vehicle), while the other parameters are the same as in Table I. In this figure only the conflict chart of merge ahead is shown (cf. Figs. 3(d) and 6(d)) as in the experiments, due to the standstill initial condition, the ego vehicle could always merge behind the remote vehicle without conflict.

The initial condition for each experiment is displayed on the safety chart in Fig. 12(a). Green and blue circles correspond to non-conflicting merge ahead and merge behind runs, respectively, while magenta crosses indicate runs with conflict. Observe that the theoretical boundaries match the data well. Most non-conflicting merge ahead cases are located in the $\mathcal{P}_g$ region, while none of them appear in the $\mathcal{P}_r$ region. On the other hand, most conflicting cases are located in the $\mathcal{P}_y$ and $\mathcal{P}_r$ regions. These correspond to the human driver attempting to merge ahead based on an incorrect assessment of the situation. We remark that if rolling and air resistances were included in the ego vehicle’s model, one would expect a slightly smaller green region and a slightly larger red region. We leave the quantification of this difference for our future work as this requires additional numerical tools.

Fig. 12(b)-(c) show the vehicles’ motion data corresponding to point A (no conflict) and point B (conflict) in Fig. 12(a). In both cases, the ego vehicle decides to merge ahead as shown by the similar speed and acceleration profiles within the first 3.5 seconds in Fig. 12(c) and (d). However, in the conflict chart point A is located in the $\mathcal{P}_g$ region while point B is in the $\mathcal{P}_r$, region where a non-conflicting merge ahead is not possible. Correspondingly, as revealed by the speed and acceleration profiles after 3.5 seconds, the ego vehicle successfully merges ahead in case A but runs into a conflict in case B. In the latter case, the ego vehicle reduces its speed and acceleration and eventually merges behind the remote vehicle. The conflict is illuminated in Fig. 12(b) by red shading, where the ego vehicle (solid magenta curve) appears in the conflict zone at the same

![Fig. 11. Experimental setup. (a) Layout of the test track with merge zone (yellow rectangle), conflict zone (red rectangle), and start positions of the ego vehicle (magenta dots). (b-f) Snapshots from an experiment with panels (d) and (e) highlighting the conflict.](image-url)
time as the remote vehicle (dashed magenta curve).

The ego vehicle was able to prevent conflict in case A but failed to do so in case B due to the inability of the human driver to accurately assess the remote vehicle’s state and intent and to make an informed decision. If the ego vehicle was a connected automated vehicle, it could utilize V2X connectivity to obtain accurate information about the motion of the remote vehicle. Then, with the help of conflict analysis, the CAV could make a decision to prevent the conflict and execute the corresponding maneuver using the controller designed above. To demonstrate this, we use the initial condition of the point B in Fig. 12(a) and show simulation results for a CAV equipped with the controller (35) in Fig. 13.

Since \( x(0) \notin \bar{P}_g \), according to (23), the CAV decides to merge behind the remote vehicle while using the controller (35) with (37)-(39). In Fig. 13, the time profiles of the CAV are shown for different status update rates; see blue, red and green curves. Notice that the time needed for the CAV to execute the maneuver (i.e., execution time) decreases when status packets are received more frequently; as shown in Table II. Less frequent status updates yield longer execution times due to the conservative prediction of remote vehicle’s future motion.

When intent information is available, the execution times can be further reduced. For example, extracting the bounds \( v_1 = 21 \text{ [m/s]}, \bar{v}_1 = 27 \text{ [m/s]}, a_1 = -1 \text{ [m/s}^2], \bar{a}_1 = 1 \text{ [m/s}^2]\) from the velocity and acceleration data of the remote vehicle, yields \( x(0) \in \bar{P}_g \cap \bar{Q}_g \), that is, the CAV decides to merge ahead using the controller (35) with (36); see the purple

TABLE II

<table>
<thead>
<tr>
<th>Status Update</th>
<th>Execution Time [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>No status update</td>
<td>13.58</td>
</tr>
<tr>
<td>Status update every 1 s</td>
<td>10.45</td>
</tr>
<tr>
<td>Status update every 0.1 s</td>
<td>10.31</td>
</tr>
<tr>
<td>Intent + Status</td>
<td>7.07</td>
</tr>
</tbody>
</table>

Ann Arbor, Michigan for the remote vehicle; see Fig. 2(a). The remote vehicle’s position, velocity, and acceleration are shown by black curves in Fig. 14(a), (b), and (c), respectively. At the initial time the remote vehicle is 201.57 meters from the conflict zone traveling at a speed of 22.63 [m/s]. At the same time, the ego vehicle (CAV) is placed at the on-ramp 210 meters from the conflict zone traveling with speed of 25 [m/s]. This yields \( x(0) \in \bar{P}_g \cap \bar{Q}_g \) and, according to (23), the CAV decides to merge behind the remote vehicle while using the controller (35) with (37)-(39). In Fig. 14, the time profiles of the CAV are shown for different status update rates; see blue, red and green curves. Notice that the time needed for the CAV to execute the maneuver (i.e., execution time) decreases when status packets are received more frequently; as shown in Table II. Less frequent status updates yield longer execution times due to the conservative prediction of remote vehicle’s future motion.

When intent information is available, the execution times can be further reduced. For example, extracting the bounds \( v_1 = 21 \text{ [m/s]}, \bar{v}_1 = 27 \text{ [m/s]}, a_1 = -1 \text{ [m/s}^2], \bar{a}_1 = 1 \text{ [m/s}^2]\) from the velocity and acceleration data of the remote vehicle, yields \( x(0) \in \bar{P}_g \cap \bar{Q}_g \), that is, the CAV decides to merge ahead using the controller (35) with (36); see the purple
remains unchanged, having intent information still improves to intent. Even in the domain where the decision merge behind significantly reduced in the domain where the decision changes due update rate 10 Hz. Observe that the execution time is significantly reduced in the decision making of the ego vehicle. Intent messages by sharing intent information that bounds the future speed and time efficiency of the ego vehicle. Moreover, we showed that increasing the frequency of status updates can benefit the existence of conflict-free maneuvers. We demonstrated the CA V changes its decision from merge behind to merge ahead.

Fig. 14. Simulation results when a CA V utilizes traffic data received from the remote vehicle and applies the controller (35,36,37,38,39) with different status update rates and intent as indicated. Position, speed, and acceleration profiles of the vehicles are plotted in panels (a), (b), and (c), respectively. Observe that with intent information the CA V’s decision changes from merge behind to merge ahead.

Fig. 15. (a) Change of decision chart corresponding to the initial condition of the remote vehicle in Fig. 14. (b) Time needed for the CA V to execute the maneuver when choosing the initial condition along the dashed vertical line.

curves in Fig. 14. This decision change leads to a significant improvement of the execution time as shown in Table II.

Figure 15(a) depicts the domain in state space where the CA V changes its decision from merge behind to merge ahead if intent information becomes available. Considering the initial position $r_2(0) \in [-s, 300]$ [m] and initial speed $v_2(0) = 25$ [m/s] for the CA V (marked by the vertical dashed line in Fig. 15(a)), we simulated the CA V without and with intent while using the controller (35)-(39). The corresponding maneuver execution times are shown in Fig. 15(b) for status update rate 10 Hz. Observe that the execution time is significantly reduced in the domain where the decision changes due to intent. Even in the domain where the decision merge behind remains unchanged, having intent information still improves the time efficiency of the controller.

VII. CONCLUSION

In this paper, we established the concept of conflict analysis in order to help vehicles with different levels of automation and cooperation to prevent conflicts. We constructed conflict charts that allowed connected automated vehicles to make better decisions while utilizing status and intent messages received from remote vehicles via V2X communication. We also determined the communication range required to guarantee the existence of conflict-free maneuvers. We demonstrated that increasing the frequency of status updates can benefit the time efficiency of the ego vehicle. Moreover, we showed that sharing intent information that bounds the future speed and acceleration of remote vehicles leads to less conservatism in the decision making of the ego vehicle. Intent messages by remote vehicles also yield significant improvements in the time efficiency of the ego vehicle and such improvements cannot be replicated merely sharing current status information more frequently. The results were demonstrated experimentally using real vehicles on a test track and by numerical simulations using real highway data.

As our future work, the proposed conflict analysis framework will be extended to more complex scenarios. For example, we plan to study conflicts between multiple vehicles, by defining pairwise conflicts between the ego vehicle and individual target vehicles using formal logic and combining the pairwise conflict charts. We will also implement more detailed vehicle dynamics models to account for the effects of rolling resistance, air resistance and time delays on conflict analysis. Since analytical calculation will become unfeasible, we will develop numerical tools for conflict analysis. We will also consider more sophisticated controller design which takes into account the passenger comfort and energy consumption. Other extensions of this work include considering more realistic intent information where velocity and acceleration ranges may vary. Extensions of this work include considering more realistic intent information where velocity and acceleration ranges may vary. Extensions of this work include considering more realistic intent information where velocity and acceleration ranges may vary.

APPENDIX A

PROOF OF $P \lor Q \iff \neg C$

To prove $P \lor Q \Rightarrow \neg C$, we only need to prove that $(P \Rightarrow \neg C) \land (Q \Rightarrow \neg C)$. Let us first focus on the proposition $P$. Let $t_P$ be the time such that $r_1(t_P) = 0$ and $r_2(t_P) < -s$ hold. Since $r_1(t)$ is monotonously decreasing, and $r_2(t)$ is non-increasing with respect to $t$, the following statements hold:

$$\forall t < t_P, \quad r_1(t) > 0, \quad (40)$$

$$\forall t \geq t_P, \quad r_2(t) < -s. \quad (41)$$

Thus, $P \Rightarrow \neg C$. Similarly, for proposition $Q$, let $t_Q$ be the time such that $r_1(t_Q) = -s$ and $r_2(t_Q) > 0$ hold. Then we have

$$\forall t > t_Q, \quad r_1(t) < -s, \quad (42)$$

$$\forall t \leq t_Q, \quad r_2(t) > 0. \quad (43)$$

Thus, $Q \Rightarrow \neg C$. Therefore, $P \lor Q \Rightarrow \neg C$.

To prove $P \lor Q \iff \neg C$, we prove its contrapositive $(\neg P \land \neg Q) \Rightarrow C$. From (6), we have

$$\neg P = \{ \forall t, r_1(t) \neq 0 \lor r_2(t) \geq -s \},$$

$$\neg Q = \{ \forall t, r_1(t) \neq -s \lor r_2(t) \leq 0 \}. \quad (44)$$
If \((-P \land -Q) = \text{true}\), then both \(-P = \text{true}\) and \(-Q = \text{true}\) hold. Let \(t_p\) and \(t_Q\) be the times such that \(r_1(t_p) = 0\) and \(r_2(t_Q) = -s\), respectively. Based on (44), \(r_2(t_p) \geq -s\) and \(r_2(t_Q) \leq 0\) must hold. Then we have \(-P \implies P_1 \lor P_2\), where \(P_1\) and \(P_2\) are the propositions

\[
P_1 := \{ \exists t, r_1(t_p) = 0 \land r_2(t_p) \in [-s, 0] \}\]

\[
P_2 := \{ \exists t, r_1(t_p) = 0 \land r_2(t_p) \in (0, \infty) \}.
\]

Note that here we divided \(r_2(t_p) \geq -s\) into two cases: \(r_2(t_p) \in [-s, 0]\) and \(r_2(t_p) \in (0, \infty)\). Similarly, we obtain \(-Q \implies Q_1 \lor Q_2\), where \(Q_1\) and \(Q_2\) are

\[
Q_1 := \{ \exists t, r_1(t_Q) = -s \land r_2(t_Q) \in [-s, 0] \},
\]

\[
Q_2 := \{ \exists t, r_1(t_Q) = -s \land r_2(t_Q) \in (-\infty, -s) \}.
\]

Therefore, \((-P \land -Q) \implies (P_1 \lor P_2) \land (Q_1 \lor Q_2)\). On the other hand,

\[
(P_1 \land Q_1) \lor (P_1 \land Q_2) \lor (P_2 \land Q_1) \lor (P_2 \land Q_2).
\]

One can confirm that \((P_2 \land Q_2) \implies C\). Also, \(P_1 \implies C\) and \(Q_1 \implies C\). Thus, it follows from (47) that \((-P \land -Q) \implies C\). These complete the proof.

**APPENDIX B**

**CONFLICT CHART BOUNDARIES**

Boundaries \(p_1\) and \(p_2\) in (14), (15), and (16) are given by

\[
r_2 = p_1(r_1, v_1, v_2) = p(t_{p1}, v_2),
\]

\[
r_2 = p_2(r_1, v_1, v_2) = p(t_{p2}, v_2),
\]

where

\[
p(t_{p1}, v_2) = \begin{cases} 
\frac{v_1^2 + 2a(r_1 + s)}{a} - \frac{v_{\text{max}}^2 - v_{\text{min}}^2 - v_1^2}{2a} & \text{if } v_2 \leq v_{\text{max}} - t_{p1}a_{\text{max}} - s, \\
\frac{v_{\text{max}}^2 - v_{\text{min}}^2 - v_1^2}{2a} + t_{p1}\max v_{\text{max}} - s & \text{if } v_2 > v_{\text{max}} - t_{p1}a_{\text{max}} - s,
\end{cases}
\]

with \(t_{p1} = t_p(a_{\text{max}}, v_1)\) and \(t_{p2} = t_p(a_{\text{min}}, v_1)\), where the function \(t_p(a)\) is given by the following three cases depending on the sign of its argument.

(i) For \(a > 0\),

\[
t_p(a) = \begin{cases} 
\frac{v_1^2 + 2a(r_1 + s)}{a} & \text{if } v_1 \leq \frac{v_{\text{max}}^2 - v_{\text{min}}^2 - v_{\text{max}}^2}{2a} , \\
\frac{v_{\text{max}}^2 - v_{\text{min}}^2 - v_1^2}{2a} + t_{p1}v_{\text{max}} & \text{if } v_1 > \frac{v_{\text{max}}^2 - v_{\text{min}}^2 - v_{\text{max}}^2}{2a}.
\end{cases}
\]

(ii) For \(a = 0\),

\[
t_p(a) = \frac{r_1}{v_1}.
\]

(iii) For \(a < 0\),

\[
t_p(a) = \begin{cases} 
\frac{v_1^2 - v_{\text{min}}^2 - v_1^2}{a} & \text{if } v_1 \leq \frac{-v_{\text{min}}^2 - v_1^2}{2a} , \\
\frac{v_{\text{max}}^2 - v_{\text{min}}^2 - v_1^2}{a} + t_{p1}v_{\text{min}} & \text{if } v_1 > \frac{-v_{\text{min}}^2 - v_1^2}{2a}.
\end{cases}
\]

We remark that in the above equations \(a_{\text{max}} > 0, a_{\text{min}} < 0, \) and \(0 < v_{\text{min}} < v_{\text{max}}\) hold by definition, and thus, the fractions are well-defined.

**APPENDIX C**

**PROOF OF THEOREM 1**

Notice that boundary \(q_1\) is upper bounded by \(r_2 = f(v_2) = -v_2^2/(2a_{\text{min}})\). Thus, to prove that \(x(0) \in \mathcal{P}_Q \cup \mathcal{Q}_q\) holds for \(r_1 \geq r_{1\ast}\), it is sufficient to show that \(r_1 \geq r_{1\ast} \Rightarrow p_1(r_1, v_1, v_2) > f(v_2)\), \(\forall v_1 \in [v_{\text{min}}, v_{\text{max}}^1], \forall v_2 \in [0, v_{\text{max}^2}]\).

Let us define

\[
d_1(r_1, v_1, v_2) := p_1(r_1, v_1, v_2) - f(v_2).
\]

By calculating \(\frac{\partial d_1}{\partial v_1}(r_1, v_1, v_2)\), one may show that \(\delta\) first increases and then decreases with respect to \(v_2\) on \([0, v_{\text{max}}^2]\). That is, \(\delta\) takes minimum value at \(v_2 = 0\) or \(v_2 = v_{\text{max}}^2\).

Now consider the inequalities

\[
d_1(r_1, v_1, 0) > 0 \iff r_1 > g_1(v_1),
\]

\[
d_1(r_1, v_1, v_{\text{max}}^2) > 0 \iff r_1 > g_2(v_1),
\]

where \(g_1\) and \(g_2\) are functions of \(v_1\). One can confirm that the \(\Sigma_1\) and \(\pi_1\) given in (21) correspond to the maximum values of \(g_1\) and \(g_2\) on \(v_1 \in [v_{\text{min}}, v_{\text{max}}^1]\). Thus, if \(r_1 \geq r_{1\ast} = \max\{\Sigma_1, \pi_1\}\), then both (61) and (62) hold independent of \(v_1\). This yields that \(\delta(r_1, v_1, v_2) > 0, i.e., p_1(r_1, v_1, v_2) > f(v_2), \forall v_1 \in [v_{\text{min}}, v_{\text{max}}^1], \forall v_2 \in [0, v_{\text{max}}^2],\)
APPENDIX D

PROOF OF THEOREM 2

To prove (30) and (31), let us first prove the following two statements under vehicle 1’s intent \( v_1 \in [\bar{v}_1, \bar{v}_1] \) and \( t_1 \in [\bar{t}_1, \bar{t}_1] \):

\[
\begin{align*}
\bar{p}_1(t_1, v_1, v_2) &\geq p_1(t_1, v_1, v_2), \\
\bar{p}_2(t_1, v_1, v_2) &\leq p_2(t_1, v_1, v_2),
\end{align*}
\]

\[
\forall t_1 \in (0, \infty), v_1 \in [\bar{v}_1, \bar{v}_1], v_2 \in [0, v_{\text{max}, 2}],
\]

and

\[
\begin{align*}
\bar{q}_1(t_1, v_1, v_2) &\leq q_1(t_1, v_1, v_2), \\
\bar{q}_2(t_1, v_1, v_2) &\geq q_2(t_1, v_1, v_2),
\end{align*}
\]

\[
\forall t_1 \in [-s, \infty), v_1 \in [\bar{v}_1, \bar{v}_1], v_2 \in [0, v_{\text{max}, 2}],
\]

Using (51)-(53) and (57)-(59), we calculate \( \bar{t}_{p1}, \bar{t}_{p2}, \bar{t}_{q1}, \) and \( \bar{t}_{q2} \) with the remote vehicle’s velocity and acceleration limits given by its intent. Since these limits never exceed the range \( [t_{\text{min}, 1}, t_{\text{max}, 1}] \) and \( [t_{\text{min}, 1}, t_{\text{max}, 1}] \) (cf. Definition 2), one can confirm that \( \bar{t}_{p1} \geq t_{p1}, \bar{t}_{p2} \leq t_{p2}, \bar{t}_{q1} \leq t_{q1} \) and \( \bar{t}_{q2} \geq t_{q2} \). Moreover, from (50) and (56), the function \( p \) monotonically increases with respect to \( t_{p1} \) and \( t_{p2} \), and \( q \) monotonically increases with respect to \( t_{q1} \) and \( t_{q2} \). Then, (63) and (64) follow from (48)-(49) and (54)-(55).

Finally, (30) is proved by combining (63) with (14)-(16) and (24)-(26), and (31) is proved by combining (64) with (17)-(19) and (27)-(29).
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