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Abstract. The Syntactic Concept Lattice is a residuated lattice based
on the distributional structure of a language; the natural representation
based on this is a context sensitive formalism. Here we examine the pos-
sibility of basing a context free grammar (CFG) on the structure of this
lattice; in particular by choosing non-terminals to correspond to con-
cepts in this lattice. We present a learning algorithm for context free
grammars which uses positive data and membership queries, and prove
its correctness under the identification in the limit paradigm. Since the
lattice itself may be infinite, we consider only a polynomially bounded
subset of the set of concepts, in order to get an efficient algorithm. We
compare this on the one hand to learning algorithms for context free
grammars, where the non-terminals correspond to congruence classes,
and on the other hand to the use of context sensitive techniques such as
Binary Feature Grammars and Distributional Lattice Grammars. The
class of CFGs that can be learned in this way includes inherently am-
biguous and thus non-deterministic languages; this approach therefore
breaks through an important barrier in CFG inference.

1 Introduction

In recent years, grammatical inference has started to moved from the learnability
of regular languages onto the study of the inference of context free languages.
The approach developed by Clark and Eyraud [I] is one active research di-
rection: they consider defining context free grammars where the non-terminals
correspond to the congruence classes of the language and are able to demon-
strate a learnability result for the class of substitutable languages. Though this
class is small, the result is significant and has already lead to a number of exten-
sions [2I3/4]. Given a richer source of data, including membership queries, it is
possible to increase the class of languages learned, while maintaining this basic
representational assumption (see [5] in this volume).

The limitations of the pure congruence approach are however quite strict.
Though it includes many standard languages, such as the Dyck language and
so on, there are many simple languages which are not in the class. Consider the
following language [6]

Ly = {a"b"|n > 0} U {a"b*"|n > 0}
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This is clearly a context free language. It is easy to show, using a pumping
argument, that any CrG for this language must have a non-terminal that gen-
erates an infinite set of strings of the form {a?*t9"b"|n > 0 A (p + gn) > 0} for
some positive ¢ and some integer value p. None of these strings are congruent
to each other. Moreover, since the language itself is a union of infinitely many
congruence classes, it is immediate that it is not in the class of languages that
we can learn using a pure congruential class. Similarly, the language of all odd
and even length palindromes over {a,b} has the property that no two distinct
strings are congruent, and thus a congruence based approach will also fail.

In related work, [7] extends this work by switching to a more powerful con-
text sensitive representation; [8] bases a more powerful approach in the theory
of residuated lattices. That work is motivated by the problems of linguistics —
context free languages are well known to be inadequate for natural language syn-
tax. However there are other non-linguistic areas where grammatical inference
is relevant, and in those areas, it may be worthwhile restricting the represen-
tations to context free grammars for external reasons — for example one might
have prior knowledge the representations are in fact CFGs. Moreover, there are
problems involved with generating from these context-sensitive representations,
and with making stochastic variants of them, whereas these problems are well
understood in the field of cras [9]. Therefore, even though CFGs may not be
the right representation for natural languages, it is still worth studying their
learnability under various paradigms.

The question is then how can we increase the class of context free languages
that we can learn using the same family of distributional techniques, while still
keeping a CFG as a representation. Alternatively, we can ask whether we really
need to use the context-sensitive grammar formalisms if all we are really inter-
ested in is languages which are in fact context free. The goal of this paper is
to take the lattice-based techniques of [8] and use them to push CFG inference
techniques as far as we can.

The basic strategy is to define various sets of strings that we will correspond
to the non-terminals, or more precisely to the set of strings generated by a non-
terminal. We consider a finite set of possibly infinite sets of strings, C. If we
have that PQQ C N for three sets in C, then we can add a rule N — PQ); see
for example [10]. Similarly, if w € N we can add a rule N — w; in particular
we will need rules of the form N — a and N — X\ where a € X. Thus we can
add all rules of the first type, and only a finite number of the second type to
get a context free grammar, and this context free grammar will clearly have
the property that N = w will imply that w € N. Obviously this leaves many
questions unanswered: how to define these sets, and how to compute whether
one is a subset of the other.

In [1], the class C consists of a finite set of congruence classes; these are non-
overlapping sets, which form a congruence: that is to say for any two strings
u,v, we have that [u][v] C [uv]. This makes the inference process quite straight-
forward. Here we will look at using a much larger class C which includes many
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overlapping sets and has the structure of a lattice. In particular the primitive
elements are defined dually: in terms of finite intersections of sets of strings
which are defined by contexts, not strings. Given a context, or pair of strings,
(I,7), the elementary sets we consider are of the form:

{w|lwr € L}

Whereas the congruence classes are the smallest and most fine-grained sets that
can be distributionally defined, since they are the sets of strings that have iden-
tical distributions, the elementary classes that we define here are in some sense
the largest possible classes that we can define. These are sets of strings that have
only one context in their common distribution, as opposed to sets that have all
their contexts in their common distribution. The languages that can be defined
using these classes are thus rather different in character from those that are
defined using the congruence based approaches.

2 Distributional Lattice

The theoretical base of our approach is the syntactic concept lattice [8], which is a
rich algebraic object which can be thought of as a lattice-theoretic generalisation
of the syntactic monoid.

2.1 Notation

Given a finite non-empty alphabet X', we use X* to refer to the set of all strings
and )\ to refer to the empty string. As usual a language L is any subset of X*.

A context is just an ordered pair of strings that we write (I,7) — [ and r refer
to left and right. We can combine a context (I, ) with a string v with a wrapping
operation that we write ®: so (I,7) ® u is defined to be lur. We will sometimes
write f for a context (I,r). We will extend this notation to sets of contexts and
strings in the natural way.

Given a formal language L and a given string w we can define the distribution
of that string to be the set of all contexts that it can appear in: Cp(w) =
{{,r)|lwr € L}, equivalently {f|f ® w € L}. There is a special context (A, A):
clearly (A\,\) € Cp(w) iff w € L.

There is a natural equivalence relation on strings defined by equality of dis-
tribution: u =r, v iff Cr(u) = Cp(v); this is called the syntactic congruence. We
write [u] for the congruence class of w.

2.2 Lattice

Distributional learning is learning that exploits or models the distribution of
strings in the language. A sophisticated approach can be based on the Galois
connection between sets of strings and sets of contexts.
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For a given language L we can define two polar maps from sets of strings to
sets of contexts and vice versa. Given a set of strings S we can define a set of
contexts S’ to be the set of contexts that appear with every element of S.

S ={l,r)yeX*xX*:Ywe S lwr € L} (1)

Dually we can define for a set of contexts C' the set of strings C’ that occur with
all of the elements of C'

C'={weX*:vY(,r) e C lwr € L} (2)

We define a syntactic concept to be an ordered pair of a set of strings S and a set
of contexts C, written (S, C'), such that S’ = C and C' = S. An alternative way
of looking at this is that the concepts are the pairs (S, C) such that C ®S C L
and such that these are maximal. For any set of strings S we can define a concept
C(S) = (8",8"). S" is called the closure of the set S; this is a closure operator
as S = S, for any set of strings. We can also form a concept from a set of
contexts C' as C(C) = (C',C").

Importantly, there will be a finite number of concepts in the lattice, if and
only if the language is regular. Each concept represents a natural set of strings
in the language; these form an overlapping hierarchy of all sets of strings that
can be distributionally defined.

We can define a partial order on these concepts where:

(S1,C1) < (S2,C%) iff S; C Ss.

Note that S; C Sy iff C; D Cs.

We can see that C(L) = C({(A, A\)}), and clearly w € Liff C({w}) < C({(A\, N)}).
We will drop brackets from time to time to improve legibility. This poset in fact
forms a complete lattice with a top element T which will normally be (X*,0),
though there may be some contexts shared by every string, for example in the
language X*, and similarly a bottom element L, (), X* x X*), though again there
may be some strings in the bottom element. Indeed if L = X* then the lattice has
only one element and T = L =C(L) = (X*, X* x X*). If L = Y*aX™*, then the
lattice has two elements: the top element is (X*, L x X*UX* x L), and the bottom
element is (L, X* x X*).

The relation to the synactic monoid is crucial; C({u}) = C([u]) but there may
be other strings in the concept that are not congruent to u. In particularly the
set of strings in the concept of u will be the union of all of the congruence classes
whose distribution contains the distribution of w. i.e. if Cp(u) C Cp(v) then v
and indeed [v] will be in the concept C(u). More formally C({u}) will have the
set of strings {v|Cr(v) 2 CL(u)} whereas [u] = {v|CL(v) = CL(u)}.

We define a concatenation operation on these as follows; somewhat similar to
the concatenation in the syntactic monoid.

Definition 1. (S,,Cy) o (Sy, Cy) = ((SzS5y)", (Sz5y)")

We refer the reader to [§] for a more detailed derivation of the properties of this
lattice; and a proof that it is a residuated lattice.
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3 Grammar

We will use CFGs, which we define standardly as a tuple (X, V, P, S); where X
is a non-empty finite set, the alphabet; V' is a finite set of non-terminals disjoint
from X', S is a distinguished element of V', the start symbol, and P is a finite set
of productions of the form V x (XU V)*; we will write these as V — a. We will
consider CFCs in Chomsky Normal Form, where all of the productions are either
of the form N — a, N — A or N — RS. We write the standard derivation as
BN~y =¢q fay, when N — o € P and the transitive reflexive closure as =¢.

Given a lattice B(L) and a finite set of concepts V' C B(L), which includes
the concept C(L), we can define a CFG as follows. The set of non-terminals will
be equal to this set of concepts; either a set of symbols that are in bijection with
the concepts or alternatively the concepts themselves. The start symbol will be
the concept C(L). We define the set of productions P as follows: If N = (S, C)
and a € X U{A} and a € S, then we add a rule N — a. If Ao B < N then we
add a rule N — AB. We will call this grammar G(L, V).

Lemma 1. For all L and for all V C B(L), if N = (Sy,Cn) and N S¢ w
then w € Sn.

Proof. By induction on the length of the derivation. Suppose N — w is the
complete derivation; then by construction w € Sy. Suppose it is true for all
derivations of length at most k, and let N =¢ w be a derivation of length k+ 1.
Suppose the first step of the derivation is N — PQ =¢ uv = w, and P =g u
and Q =¢ v; by the inductive hypothesis u € Sp and v € Sg; (using the obvious
notation for the sets of strings in the concepts P and Q). By the definition of
P o () we have that uv € Spog, and since P o () is less than N we have that
uv € Sy.

Of course this result assumes that we can correctly identify both the concepts
and the concatenation operation; we now address this point.

3.1 Partial Lattice

Given a finite set of strings K, and a finite set of contexts F we can produce a
partial lattice. We consider a set D which is a sufficiently large subset of L; in
particular we take D = LN (F ® KK). We then define the lattice B(K, D, F) to
be the set of all ordered pairs (S,C) where SC K and C C Fand C =S5 NF,
and S = C'N K. We can compute this lattice using only the finite sets K, D and
F. We use two subroutines defined as GetK and GetF; if C is a set of contexts,
GetK(C) will return €, and GetF(S) will return S’.

We therefore define the following algorithm which uses a membership ora-
cle, and takes as input a finite set of strings K and a finite set of contexts F'.
We assume that (A, \) € F. Algorithm [[lwill generate a CFG in Chomsky normal
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form given the finite sets K, D and F', and an integer bound f which is at least
1. We discuss f further below.

The important point of this algorithm is the schema we use for generating the
branching productions of the grammar. If we have three non-terminals N, P, Q
which correspond to (Sy,Cn), (Sp,Cp), (Sq,Cq), then we have rules of the
form N — PQ if and only if ((SpSg) NF) N K C Sn.

Let us consider this condition for a moment. SpSq is a subset of K K this
may not contain any elements of K at all; but we take the set of all strings of
K that have all of the contexts that are shared by all of the elements of SpSq,
and compare this to Sy.

It could be that ((SpSg)’ N F) N K is empty; then for every non-terminal
N we will have a rule N — PQ); or it could be that N = T in which case
for every non-terminals P, @, we will have N — PQ. We can remove these
excessive productions and redundant non-terminals using standard techniques.
An alternative condition would be ((SpSq)’ N F) D Ci; but this does not have
quite the right properties.

Ezxample 1. Consider the Dyck language over a,b, that consists of strings like
{\, ab, abab, aabb, ...}. Let K = {\ a,b,ab} and F = {(\, \), (a, ), (b,\)}. D =
LN(FoKK) = {\,ab,aabb, abab}. There are therefore 5 concepts in the lattice
B(K,D, F)

The top element T' = (K, ()

— The bottom element N = (f), F)
S = ({A ab}, {(AN)})

A= ({a},{(\0)})

- B =({bt},{(a,; M)}

The grammar therefore has 5 non-terminals, labelled S, A, B,T and N. We will
have lexical rules; T' — a,A — a and T — b and B — b. We will have \-
rules S — X and T — A. Since there are 5 concepts, there are 125 possible
branching rules. We have a large number of vacuous rules with N on the right
hand side —there are 45 such rules N — NN, A — BN and so on. We then
have a large number of vacuous rules with 7" on the left — there are 25 of these:
T — AA, T — AN etc. 16 of these are not duplicated with the 45 previous rules.

Stripping out all of these we are left with the following rules S — S5, S — AB,
A— AS;A— SA,B— BS,B— SBand S — A\, A — a, B — b. This grammar
clearly generates the Dyck language.

For a fixed value of f, Algorithm [ will produce a polynomial sized grammar
and will always run in polynomial time. Note that if we did not bound the set
of concepts in some way, and used the whole lattice B(K, D, F') we might have
exponentially large grammars.

Ezample 2. Suppose X = {a1,...a,} and L = {ay|lz,y € Xz #y} U K =X
and F = {(\,z)|z € X} then B(K, L, F) will have 2" elements;
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Algorithm 1. MakeGrammar
Data: A finite set of strings K, a finite set of contexts F', a finite set of strings
D, a non-empty finite set X', a bound f
Result: A context-free grammar G
S=C{(AN});
for ACF, |A|l< fdo
V—VU{CA)};
P—0;
for each a € X U{\} do
for each N eV , N=(Sy,Cn) do
if a € Sy then
P— PU{N —a};

for each A,B €V do
J =854858 ;
Sx < GetK(GetF(J)) ;
for each N € V do
lf SX g SN then
P—PU{N — AB};

return G = (X, V, P, S);

4 Inference

Given a suitable source of information we can then consider the search process
for a suitable set of strings K and set of contexts F'. We will now establish two
monotonicity lemmas just as in [8]. We first change our notation slightly. We
assume that L is fixed and that D = L N (F © KK). We therefore will write
B(K, L, F') as a shorthand for B(K, LN(F ® KK), F), and similarly G(K, L, F)
for the grammar generated from this. In what follows we will consider the bounds
k and f to be fixed.

The first lemma states that if we increase the set of contexts we use, then
the language will increase. We take a language L, and two sets of contexts
Fy) C F, and a set of strings K. Let G; be the grammar formed from K, L, F; and
G2 = G(K, L, F3). For a concept (S, C) in B(K, L, F1) note that there is a corre-
sponding concept (S, S' N Fy) in B(K, L, F»). We will write f*: B(K, L, F}) —
B(K, L, Fy) for the function f*((S,C)) = (5,5 N F2).

Lemma 2. If N — PQ is a production in G1 then f*(N) — f*(P)f*(Q) is a
production in Gg.

Proof. First of all, since N — PQ is a production in G it follows that ((Sp.Sg)'N
F)Y NK C Sy. Clearly, since G 2 F, ((SpSg) NG) 2 ((SpSg)’' N F) and so
((SpSg)' N G) C ((SpSg)' N F)', therefore ((SpSg) NG)' N K C Sy; which
means that there is a rule f*(N) — f*(P)f*(Q) in G2. Note that if N, P,Q lie
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in the bounded subset of concepts defined by f, f*(V), f*(P) and f*(Q) will
also lie in the bounded set in the larger lattice.

Lemma 3. If (S,C) =¢, w then (S,5') Z¢, w.

Proof. Suppose (S,C) = N =, w. We proceed by induction on length of
the derivation. It is obviously true for a derivation of length 1 by construction.
Suppose true for all derivations of length at least k; We must have N — PQ =¢,
uv = w; where P ¢, u and Q =¢, v. By the inductive hypothesis we have
that f*(P) =¢, u and f*(Q) =g, v. Since f*(N) — f*(P)f*(Q) will be a
production in Gg, by the previous lemma, the result holds by induction.

Clearly this means that as we increase the set of contexts the language defined
can only increase. Conversely we have that if we increase the set of strings in the
kernel, the language will decrease. Suppose J C K; and define the map between
B(K,L,F) (which defines a grammar Gp) and B(J, L, F') which defines the
grammar Go as g((S,C)) = (SN J, (SN J)).

Lemma 4. If (S,C) =¢, w then g((S,C)) =g, w

Proof. If we have a rule N — PQ in Gy; then this means that ((SpSg) NE) N
K C Sy. Now (Spﬁj)(SQﬁJ) - (SPSQ) And so (((SPHJ)(SQQJ)IQF)/HK -
Sy And so (((SpNJ)(SgNnJ) NF) NJCSyNJ which means there is a rule
in G2 g(N) — g(P)g(Q), and the result follows by induction as before.

Lemma 5. For any language L, and set of contexts F', there is a set of strings
K, such that L(G(K,L,F)) C L

Proof. As we increase K the number of concepts in B(K, L, F') may increase,
but is obviously bounded by 2/F!. We start by assuming that K is large enough
that we have a maximal number of concepts. Given two concepts X, Y, define
D = (C,C;) NF. This is the set of contexts shared in the infinite data limit. For
each element (I,7) € F\ D we take a pair of strings u € C% and v € C4, such
luvr & L; if have all such pairs in K, then we can easily see that (S, C) S
implies that w € C".

This means that for any set of contexts, as we increase K the language will
decrease until finally it will be a subset of the target language.

For a given L and F define the limit language as (- s;. L(G(K, L, F)), where
the intersection is limited to all finite K. This limit will be attained for some
finite K.

Definition 2. Given a language L, a finite set of contexts F' is adequate, iff
for every finite set of strings K that includes X U {\}, L(G(K,L,F)) D L.

Clearly by the previous definitions, any superset of an adequate set of contexts
is also adequate. If a language has an adequate finite set of contexts F', then for
sufficiently large K, the grammar will define the right language.
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We say that a CFG in CNF has the finite context property if every non-terminal
can be defined by a finite set of contexts. Defining L(G, N) = {w|N =g w}, this
property requires that for all non-terminals IV, there is a finite set of contexts
Fx such that L(G,N) = F},.

For a given CFG with the FCP we can define f(G) to be the maximum car-
dinality of F'y over the non-terminals in G, and we will define f(L) to be the
minimum of k(G) over all grammars G such that L(G) = L. We will now show
that the algorithm will learn all context free languages with a bound on f(L).

5 Learning Model

Before we present an algorithm we will describe the learning model that we
will use. We use the same approach as in [7] and other papers. We assume that
we have a sequence of positive examples, and that we can query examples for
membership. See [I1] for arguments that this is a plausible model.

In other words, we have two oracles, one which will generate positive examples
from the language, and the other which will allow us to test whether a given
string in the language. After every time the algorithm receives a positive exam-
ple, the learner must use a polynomial amount of computation, and produce a

hypothesis.
Given a language L a presentation for L is an infinite sequence of strings
w1, ws, ... such that {w;|i > 0} = L. An algorithm receives a sequence 7" and an

oracle, and must produce a hypothesis H at every step, using only a polynomial
number of queries to the membership oracle. It identifies in the limit the language
L iff for every presentation T of L there is a N such that for allmn > N H, = Hy,
and L(Hy) = L. We say it identifies in the limit a class of languages £ iff it
identifies in the limit all L in £. We say that it identifies the class in polynomial
update time iff there is a polynomial p, such that at each step the model uses
an amount of computation (and thus also a number of queries) that is less than
p(n, 1), where n is the number of strings and [ is the maximum length of a
string in the observed data. We note that this is slightly too weak. It is possible
to produce vacuous enumerative algorithms that can learn anything by only
processing a logarithmically small prefix of the string [12].

6 Algorithm

Algorithm [2 is the learning algorithm we use. We will present the basic ideas
informally before proving its correctness.

We initialise K and F' to the most basic sets we can: so F will just consist of the
empty context (A, A) and K will be A. We generate a grammar, and then we repeat
the following process. We draw a positive example and if the positive example is
not in our current hypothesis, then we add additional contexts to F'. We want to
keep F' to be very limited and only increase it when we are forced to.

We maintain a large set of all of the substrings that we have seen so far;
this is stored in the variable Ks; we compare the grammar formed with Ks to
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the one formed with K. If they are different then that means that K5 is more
accurate, in that it will eliminate some incorrect rules, and that we have not yet
attained the limit language, and as a result we might overgeneralise, and so we
will increase K to Ks. In general we will add to K as much as we want; it can
only make the grammar more accurate.

We just need to check whether two grammars with the same set of contexts
are identical. This merely requires us to verify that there are the same number of
concepts; and that for every concept in one there is a concept in the other with
the same set of contexts, and that for every triple of concepts X > Y o Z the
same inequality holds between the corresponding elements in the larger lattice.

Algorithm 2. CFG learning algorithm
Data: Input alphabet X', bounds k, f
Result: A sequence of crags G1,Ga, ...
K —XU{\}, K =K
F—{A\MN}L E={};
D=(FOKK)NL;
G =Make( K, D, F.f) ;
repeat
w = GetPositiveExample; if there is some w € E that is not in L(G) then
F — Con(E) ;
K «— K> ;
D=(FOKK)NL;
G =Make(K, D, F.f) ;
else
D2 — (F@KQKQ)HL 3
if (K5, D2, F) not isomorphic to (K, D, F) then
K — Ks ;
D=(FoOKK)NL;
G = Make(K,D,F,f);

Output G}
until ;

6.1 Proof

We will now show that this algorithm is correct for a certain class of languages.
We have a parameter f which we assume is fixed; for each value we have a
learnable class. For a fixed value of f we can learn all context-free languages
L such that f(L) < f. That is to say, all context-free languages that can be
defined by a CFG where each non-terminal can be contextually defined by at
most f contexts. As is now standard in context-free grammatical inference we
cannot define a decidable syntactic property, but rely on defining a class of
languages by reference to the algorithm. We will later try to clarify the class of
languages that lie in each class.
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Theorem 1. Algorithm [4 identifies in the limit, from positive data and mem-
bership queries the class Lycp(f).

This theorem is an immediate consequence of the following two lemmas.

Lemma 6. There is a point N at which Fy is adequate for L; and for alln > N,
F, = Fy.

Proof. First, once F is adequate the language defined will always include the
target and thus F will never be increased again. Suppose L € Lrcp(f) and let F
be an adequate set of contexts. Let n be the first time that Con(E,) contains F.
Let F),, be the set of contexts at that point. If F}, is adequate we are done; assume
it is not. Therefore there is some set of strings K such that L(G(K, D, Fy)) is
not a subset of L; i.e. there is some w € L\ L(G(K, D, Fy)) Let ny be the first
time that K5 contains K and E contains w; at this point, or some earlier point,
we will increase F' and it will be adequate.

Lemma 7. If F,, is adequate then there is some ny > n at which point
L(G(K,,L,F,))=L.

Proof. Let Ky be a set of strings such that G(K, L, F},) defines exactly the right
language. Furthermore Ky C Sub(L). Let T be a set of strings of L such that
Ky C Sub(T) and let m be a point such that T C E,, and m > n. Either
G(K, L, F,) is correct, in which case we are done, or it is not, in which case
it will differ from G(Sub(E), L, F,,) and thus K will be increased to include Ky,
which means that it will correct at this point.

We will now give some simple examples of languages for varying values of f.
We define Lrep(f) to be the set of languages learnable for a value of f. The
simplest class is the class Lycp(1). First, we note that the regular languages lie
within this class. Given a regular language L consider a deterministic regular
grammar for L, with no unreachable non-terminals. For a given non-terminal
N in this grammar let wy be a string such that S = wN. Since the grammar
is deterministic, we know that if S = wM then N = M. The context (w,\)
therefore contextually defines the non-terminal N.

Consider the language Lypq = {a"b"c™|n,m > 0} U {a™b"c"|n,m > 0}. Lpq
is a classic example of an inherently ambiguous and thus non-deterministic lan-
guage; moreover it is a union of infinitely many congruence classes. This language
also lies within the class Lrcp(1). In Table 1, we give on the left the sets of strings
generated by a natural CFG for this language, and on the right a context that
defines that set of strings. Thus even the very simplest element of this class
contains inherently ambiguous languages.

If we consider the class Lycp(2), then we note that the palindrome languages
and the language Lo defined in the introduction lie in this class. The palindrome
languages require two contexts to define the elementary letters of the alphabet
—so for example {a} can be defined by the two contexts (A, ba) and (A, aa).
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Table 1. Contextually defined grammar for the language L,q = {a"b"c™|n,m >
0} U {a™b"c"|n,m > 0}

L(G,N) Fy

A (aaabb, beee)
a (A, abbeec)
b (aaab, beee)
c (aaabbe, \)
c* (¢, \)

@ (% a)
{a"0"|n >0} (a,b)
{a"b" ' |n > 0} (aa,b)
{b"c"|n >0} (b,c)
{b"c" 1 n > 0} (bb,c)

Lyna (AN

7 Discussion

There is an important point that we will discuss at length: the switch from
context free representations to context sensitive representations. Backing off to
CFGs makes it clear how important the use of Distributional Lattice Grammars
(DLGs) are. With a DLG, we can compactly represent the potentially exponen-
tially large set of concepts and perform the parsing directly. The difference is
this: In the CFG we have to treat each derivation separately. If we have one con-
cept that contains the context f and another that contains the context g and
both of these can generate the same string w; this does not mean that there
is a concept containing f and g that will generate that string, since the two
contexts could come from different sub-derivations. In a DLG however, we can
aggregate information from different derivations — far from making things more
difficult, this actually makes the derivation process simpler since we only need
to keep one concept for each span in the parse table. Thus in this case using a
context-sensitive representation is a solution to a problem, rather than creating
new problems itself.

Suppose we are given the sets of strings generated by each non-terminal of a
CFG in ONF. Then it is easy to write down the rules: for any triple of sets/non-
terminals X,Y,Z we have a rule X — YZ iff X D YZ. We also have rules
of the form X — a iff a € X. Thus the general strategy for CF inference
that we propose is to define a suitable collection of sets of strings, and then to
construct all valid rules. The congruence based approach uses the congruence
classes: since [u][v] C [uv] we have the rule schema [uv] — [u][v]. Here we
have the same approach with concepts: S;S, C (5zSy)”, and so we have a
rule C(X) o C(Y) — C(X),C(Y).

The current approach is very heavily influenced by the class of Binary Feature
Grammars BFGs, but they are also very different. In particular, this model is in
some sense a dual representation. In the BFG formalism the primitive elements
are determined by strings, and the contexts are used to restrict the generated
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rules. Here, dually, the primitive elements are defined by the contexts and the
strings are used to restrict the generated rules. As a result the the monotonicity
lemmas for BFGs go in the opposite direction: for a BFG, if we increase K we
increase the language, and if we increase F' we decrease the language. In the
current construction, the opposite is true.

In general there are two ways of proceeding — we define the sets of non-
terminals in terms of strings; the set of all strings congruent to a given string, or
alternatively in terms of contexts: the set of all strings that can occur in a given
set of contexts. These two approaches give rise to two different sets of algorithms.
Clearly this does not exhaust the approach, as we could combine the two. For
example, if we define [, 7] to be the set of all strings that have the context (I, r),
then the rule schemas [I,r] — [I, zr][z] and [I,7] — [y][ly, r] are also valid.

Since the concepts form a lattice, we suggest as a direction for future research
that a variety of heuristic algorithms could be used, since a lattice is a good
search space, as is known for regular grammatical inference [I3], but we do not
consider such heuristic algorithms here.

8 Conclusion

We have presented an approach to context-free grammatical inference where
the non-terminals correspond to elements of a distributional lattice. Using this
representational assumption we have presented an efficient algorithm for the
inference of a very large set of context free languages, subject to the setting of
certain bounds on the number of non-terminals defined.
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