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Materials and Methods  
Experimental overview and pre-training 

A total of 14 male Long Evans rats weighing 450-600 grams were used in this study. 10 
animals were used for combined recording (local field potentials and spiking activity) and 
stimulation experiments (n = 6, 4 respectively for SWR disruption and control stimulation). 4 
additional animals were used to collect only behavior data (un-implanted group). All procedures 
were approved by the Institutional Animal Care and Use Committee at the University of 
California, San Francisco and conformed to National Institutes of Health guidelines (11, 24). 
Animals were first habituated to daily handling over several weeks. After habituation, animals 
were food deprived to 85-90% of their baseline weight and pre-trained to run back and forth on a 
raised linear track for liquid food rewards (evaporated milk) which were automatically dispensed 
in food wells (triggered by breaking an IR beam) at each end of the track. Animals were trained 
on the linear track for two 15-minute sessions per day with intervening 15-minute rest periods to 
habituate them to the eventual experimental design (Fig. 1F) and were trained to a criterion level 
of at least 50 food-well visits per 15-minute session on the linear track prior to surgical 
implantation and recording-stimulation on the W-track (see below). Following recovery from 
surgery and electrode placements, animals were food-deprived and retrained on the linear track 
with the recording cables attached for at least two days before the W-track sessions started. 
Following the conclusion of the experiments, we made micro-lesions through each electrode tip 
to mark recording locations (30 µA for 3 sec). After receiving an overdose of Euthanasol, 
animals were perfused intracardially with isotonic sucrose and 4% PFA. The brains were stored 
in PFA, frozen, and cut coronally at 50 μm sections, and stained with cresyl violet. 

Surgical implantation and electrode placements 

Surgical implantation procedures were as previously described (11). Animals were 
implanted with a microdrive array with 12 independently moveable tetrodes (groups of four 
twisted 12.5 µm nichrome wires) assembled in a bundle targeting right dorsal hippocampal 
region CA1 (-3.6 mm AP and 2.2 mm ML) and one or two moveable bipolar stimulation 
electrodes targeting vHC (-1.3 mm AP and ±1 mm ML). The bipolar electrodes (10 kΩ tungsten 
stimulating electrodes,) consisted of two electrodes in either a stereotrode configuration inserted 
on the ipsilateral side (relative to the CA1 tetrodes) or inserted bilaterally. We used a bipolar 
stimulating electrode configuration as this limits current spread compared with stimulating 
through a unipolar electrode relative to a distant ground. We used 0.2 ms biphasic stimulation 
pulses applied across the two electrodes. Stimulation electrodes were adjusted to a depth of 3.8 
mm relative to bregma and micro-adjusted as needed for optimal disruption of hippocampal 
activity for ~100 ms with minimal stimulation amplitude during a calibration procedure prior to 
experimentation. Biphasic stimulation waveforms minimize damage at the site of stimulation and 
we found that the same stimulation amplitude was usually effective throughout the course of the 
8 days. We measured evoked field responses in CA1 with 0.1 Hz probe stimulation in the rest 
periods before and after behavior (Fig. 1F) using the same stimulation amplitudes as those used 
for disruption in the intervening behavior run sessions for each day. On the days following 
surgery, hippocampal tetrodes were advanced to the cell layers until characteristic EEG patterns 
(sharp wave polarity, theta modulation) and neural firing patterns indicated that the target regions 



3 
 

had been reached. All spiking activity was recorded relative to a reference tetrode located in the 
corpus callosum. Tetrode positions were adjusted after daily recording sessions if necessary, but 
never within 4 hrs before recording sessions.  

Behavior and recording-stimulation  

Prior to each experiment, stimulation amplitude was calibrated to detect the minimal 
stimulation amplitude leading to ~100 ms inhibition of multi-unit spiking activity in CA1. 
Single-pulse electrical stimulation consisted of 0.2 ms biphasic pulses applied to the bipolar 
electrodes. The amplitudes used were in the range 40-180 µA. The level of current was always 
held constant across multiple sessions recorded in a single day, and the same amplitude was 
effective across all days for most animals.  

Animals were tested on the W-track continuous alternation task for 8 days, in two 15-
minute sessions per day. The W-track was novel on the first day and had dimensions of 76 x 76 
cm with 7 cm wide track sections (Fig. 1). All three arms had reward food wells at their 
endpoints, and evaporated milk rewards were automatically delivered in the food wells. Rewards 
were delivered according to the following rules (24). (1) A visit to the center food well was 
rewarded when the rat came from either side food well. (2) A visit to the left or right food well 
was rewarded when the rat came from the center food well after having previously visited the 
opposite side food well. (3) Consecutive repeat visits to the same food well were never rewarded. 
At the beginning of each session, the experimenter placed the rat on the center arm facing the 
center food well, which was pre-baited with reward. At the end of each run session, animals were 
transferred to the familiar rest box (15 minute rest periods, floor 34 x 34 cm; walls, 50 cm).  

Data were collected using the NSpike data acquisition system (11) (L.M.F. and J. 
MacArthur, Harvard Instrumentation Design Laboratory). We recorded continuous local field 
potentials (LFP, filtered 0.5-400 Hz and sampled at 1500 Hz) from all tetrodes (one channel was 
chosen from each tetrode for LFP recording). Spike data were sampled at 30 kHz, digitally 
filtered between 600 Hz and 6 kHz (2 pole Bessel for high and low pass) and threshold crossing 
events were saved to disk (40 samples at 30 kHz). An infrared light emitting diode array with a 
large and a small cluster of diodes was attached to the preamps during recording. Behavior 
sessions were recorded with an overhead monochrome CCD camera (30 fps and a resolution of 
0.45 cm/ pixel) and the animal’s position and speed were detected online using the infrared 
diodes. A separate camera mounted over the rest box was used for recording rest sessions.  

Real-time detection algorithm. Field potential signals from the 5-6 tetrodes chosen for 
online detection were broadly filtered in the ripple band (20 tap band-pass IIR filter, 100-400 
Hz). In order to establish a disruption threshold, we calculated smoothed values of the mean and 
s.d. of the absolute value of the filtered LFP signal on each tetrode being used for detection using 
an iterative procedure: 

μest(n) = μest(n-1) ∙ (Nsmooth – 1)/Nsmooth + |x| / Nsmooth 

σest(n) = (| |x| - μest(n-1) | - σest(n-1))/Nsmooth + σest(n-1) 

Here μest and σest are the estimated mean and s.d. of the absolute value of the filtered LFP, x, and 
Nsmooth is the number of samples for smoothing (typically 10000). We allowed these estimates to 
stabilize before each run session. To generate a smoothened estimate of the envelope (vest) of the 
filtered LFP, we used the following iterative estimator: 
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vest(n) = vest(n-1) + gi(n-1) ∙ (|x| - vest(n-1)) 

To allow for rapid detection of increases in power, we used a larger gain, gi, for periods when the 
envelope was increasing: when the envelope was decreasing (|x| ≤ vest), gi = 0.2; when the 
envelope was increasing, we used a moving average of the last 19 values of gi and 1.2: 

                  gi(n)   =  0.2,                                                              for |x| ≤  vest(n-1) 

= 〈 gi(n-20), gi(n-19), …, gi(n-1), 1.2) 〉,             for |x| >  vest(n-1) 

The threshold for disruption was set to 4-6 s.d. above the mean. To prevent false-positives, 
vHC stimulation was triggered only when the smoothed LFP envelope exceeded threshold on at 
least 2 tetrodes. Stimulation rate was limited to a maximum of 4 Hz by enforcing a lock-out 
period of 250 ms after each stimulation event. We also implemented an online speed filter to 
estimate the speed of the animal in real-time using online tracking of the diodes. The real-time, 
causal speed filter was implemented as a one-sided Gaussian with a standard deviation of 0.5 sec 
and a total length of 3 secs. This corresponds to one-half the Gaussian that was used to estimate 
speed of the animal during post-hoc analysis when we could also smooth over future times. We 
used the speed filter to prevent false-positive stimulation when animals were moving 
continuously at high-speed (threshold of 5 cm/sec to 10 cm/sec). This filter is effective only 
during continuous running at high speeds and not during sudden accelerations due to causality of 
the filter. 

For control stimulation animals, a latency of 150-200 ms was introduced between online 
detection and onset of stimulation. For 3 of the control animals, we switched to SWR disruption 
for two further days (days 9 and 10) after the regular 8 day period was over. 

Behavior analysis  

During post-hoc analysis, the rat's position on the track was reconstructed using a semi-
automated analysis of digital video of the experiment for tracking the front and back diodes with 
custom-written software. The position extracted from the video was first smoothed using a 
nonlinear method (24) and speed was computed by taking the difference in position and then 
smoothing with a Gaussian kernel with standard deviation 0.5 s and a total length of 6 seconds. 
The extracted position was used to parse the running behavior into trials (or, trajectories) and the 
trajectories were classified as inbound or outbound according to their point of origin on the W-
track. All trajectories in which the rat departed either from the left food well or from the right 
food well were classified as inbound trajectories, and all trajectories in which the rat departed 
from the center food well were classified as outbound trajectories. Proportion of correct trials 
and ten-trial moving averages of performance were computed using the trajectory assignments. 
While this sort of moving average is frequently used to evaluate behavioral performance, it is 
difficult to compute meaningful confidence bounds for individual animals using this analysis. 
We therefore used a state-space model of learning (24, 26) to estimate individual learning curves 
for each subject on both the inbound and outbound trials and estimate the learning day and 
learning trial for each animal. This model uses the observed data to estimate the subject’s 
probability of making a correct choice from trial to trial, along with confidence bounds on that 
estimated probability. The state-space model-based analysis has a number of advantages over 
moving average or change-point analyses, including the ability to estimate confidence bounds for 
individual subjects and greater sensitivity to changes associated with learning. Briefly, this 
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model describes an animal’s choice behavior as an evolving process. At each trial, the model 
estimates the value of a hidden (e.g. not directly observable) ‘‘state’’ variable that represents the 
probability of making a correct choice. The model simultaneously estimates confidence bounds 
for the state variable, representing the level of uncertainty about the probability of a correct 
choice. We used the expectation maximization algorithm to find the set of values that best 
describe the animal’s choice behavior across time. We set the initial baseline probability used by 
the algorithm to 0.5. The algorithm can also estimate the initial probability and results were 
similar using this option. Learning trial and learning day for each animal were assigned as the 
first trial and test day at which the 90% confidence interval of the estimated probability of 
correct performance exceeded and remained above chance (we used a conservative estimate of 
0.5 as chance-level performance) through the remainder of the testing period. One SWR 
disruption animal failed to reach criterion performance and was assigned the last trial and day 
number as learning trial and day respectively (fig. S3).  

There was no statistical difference between the control stimulation and un-stimulated groups 
for any measure. All statistical results were similar and stronger when control animals were 
pooled and compared to the SWR disruption group (n = 8 control animals vs. n = 6 SWR 
disruption animals), including a p value of 0.0007 corresponding to the likelihood that all 
animals in the SWR interruption group would perform worse than all other animals.  Further, in 
addition to parametric and non-parametric statistical methods, we also used permutation 
(randomization) tests for statistical comparisons (31, 32) and obtained similar significant results 
(not shown).  

Neural analyses  

SWRs were detected during post-hoc analysis as described previously (11, 23). Raw LFPs 
recorded from the tetrodes used for online SWR detection were filtered between 150 – 250 Hz 
and the SWR envelope was determined using a Hilbert transform. The envelope was smoothed 
with a Gaussian with a s.d. of 4 ms and a width of 32 ms. SWRs were defined as contiguous 
periods when the smoothed SWR envelope stayed above 3 s.d. of the mean for at least 15 ms on 
at least one tetrode. Single-unit data was analyzed for 4 animals each in the disruption and 
control stimulation group. Individual units were identified by clustering spikes in multiple 
dimensions using custom software (MatClust, M. Karlsson) as previously described (11). 
Putative inter-neurons were identified using standard waveform and mean rate criteria and were 
excluded from the analysis (11, 23). Putative excitatory pyramidal cells were considered as place 
cells and included in the place-field and reactivation analysis only if they had a linearized peak-
rate > 3 Hz (see below) on the maze. Cells that fired only during rest periods were not analyzed. 
Cluster quality was similar for the place cells in the SWR disruption and control stimulation 
groups (n = 108 and n = 96 cells, isolation distance (11) of 28.2 ± 2.2 and 32.0 ± 3.4 
respectively, t-test, t = 1.47, p > 0.14).  

Place-field activity was calculated only when the speed of the animal was > 3 cm/sec and all 
SWRs and stimulation times were excluded. Two-dimensional occupancy-normalized spatial rate 
maps (Figs. 3, 4 and figs. S10, S11) were constructed with 2-cm square bins of spike count and 
occupancy, both smoothed with a two-dimensional Gaussian (8-cm s.d.). To measure place field 
locations and overlap, we calculated the linearized activity of each cell. The rat’s linear position 
was measured as the distance in centimeters along the track from the reward site on the center 
arm. We then produced an occupancy-normalized firing-rate map for each of the 4 linear 
trajectories (2 outbound and 2 inbound, fig. S11) using spike counts and occupancies calculated 
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in 2-cm bins and smoothed with a 4-cm s.d. Gaussian curve. The place field peak rate (Fig. 3C) 
was defined as the maximum rate across all spatial bins. A peak rate of 3 Hz or greater was 
required for a cell to be considered a place cell and included in subsequent analysis. Place field 
stability was defined as the correlation between the linearized place fields (for all 4 trajectories) 
of a cell for the two run sessions within a day (Fig. 3B, fig. S11). The proportion of the 
environment over which each neuron was active (place-field size) was defined as the length of 
the spatial bins in which the cell fired at > 1 Hz linearized firing rate divided by the total length 
of the trajectories (averaged across the two run sessions, Fig. 3D). Place field overlap for pairs of 
cells was defined as twice the sum of the overlapping areas of the linear rate curves divided by 
the sum of the areas of each curve (averaged across the two run sessions). This measure is 
bounded between 0 and 1, where 0 signifies no overlap and 1 signifies perfect overlap (11) (Fig. 
4A, B). For the reactivation analysis (Fig. 4A, B, and fig. S18), cross-correlations during rest 
periods were calculated using only spikes that occurred during SWRs when the animal was still 
(speed < 2 cm/sec in the rest box, length of time periods when animals were still in the rest box 
were equivalent between the two groups of animals, t-test, p > 0.05 criterion). Only spike pairs 
for which at least ten spikes occurred during SWRs were included. Reactivation probability 
during each rest period was defined as the mean normalized cross-correlation in a 100 ms 
window (14, 16) (±50 ms around zero time-lag), and the reactivation strength was defined as the 
difference in reactivation probabilities during the Post rest session after the W-track run sessions 
(averaged across the two rest sessions, post1 and post 2) and the Pre rest session before the run 
sessions. Correlations during run periods were calculated using place-field spikes as described 
above. Run correlations were quantified using a 200 ms window (±100 ms around zero time-lag, 
fig. S18).  
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SOM Text  
Real-time SWR disruption during behavior using vHC stimulation  

Commissural stimulation is a well-characterized method (17, 18, 33) that has been used 
previously to reset the phase of theta oscillations (33) and to specifically disrupt SWRs during 
post-behavior sleep (17, 18). The vHC contains commissural fibers which connect intra-
hippocampal networks (CA3-CA3, CA3-DG, DG-DG, and Schaffer collaterals connecting CA3-
CA1) across the hemispheres (17, 33-35). Single-pulse vHC stimulation leads to a brief, 
synchronous discharge of large ensembles of principal cells and interneurons throughout both 
hippocampi and dentate gyri, followed by transient silencing of the hippocampal network 
(pyramidal cells, granule cells and interneurons) due to a combination of GABA-receptor 
mediated inhibition, Ca2+-dependent K+ conductance increase and dis-facilitation (17, 33-35) 
(also see Fig. 1B-E, fig. S2). The evoked field response in CA1 and length of transient inhibition 
increases with the stimulation amplitude. Previous studies have reported transient inhibition of 
intra-hippocampal activity for 50-250 ms using single-pulse vHC stimulation with no effect on 
activity in output entorhinal cortical and pre-frontal cortical areas. Hippocampal activity returns 
to normal after recovery from inhibition (17, 33). Thus, as a method for transiently inhibiting 
intra-hippocampal activity, vHC stimulation offers the advantage of targeting a large part of the 
hippocampal circuit by acting locally on the commissural axonal bundle while maintaining 
temporal specificity. Further, since SWRs are of the order of ~100 ms, single-pulse vHC 
stimulation is ideally suited for disrupting SWRs (17). We calibrated the stimulation amplitude 
for each animal to find the minimum amplitude leading to inhibition of multi-unit spiking 
activity in CA1 for ~100 ms using a biphasic pulse length of 0.2 ms (Methods, Fig. 1C-E, 
fig.S2). 

SWRs are seen primarily during consummatory behaviors, immobility and low speed 
movement (15, 21), although they also occur during exploratory periods (8, 21). We detected 
SWRs in real-time simultaneously on 5-6 tetrodes in CA1 with a criterion of threshold crossings 
of SWR power on at-least two tetrodes to avoid false positives. An online speed filter was also 
used to prevent false-positive stimulation when animals were running continuously at high speed 
(25). Real-time detection triggered vHC stimulation and SWR oscillations were terminated 
within 25 ms of onset as determined by post-hoc analysis (Fig. 1B-D, fig. S2). In the control 
stimulation group, vHC stimulation was delayed by 150-200 ms after real-time detection of 
SWRs. This ensured that the control group animals received the same number of stimulations 
and that these stimulation events occurred when animals were in a similar behavior state as 
animals in the disruption group (figs. S14-17). In both groups, we limited our instantaneous 
stimulation rate to 4 Hz by enforcing a lockout period of 250 ms after each stimulation event 
(25), and the mean stimulation rate was even lower (fig. S14). It is unlikely that this low 
stimulation rate and non-periodic triggering of the stimulation could cause plasticity of synaptic 
connections in hippocampal circuits. However, there is still a possibility that if SWRs are a 
privileged period for inducing plasticity in the circuit, then vHC stimulation during SWRs could 
lead to plasticity that differs from that induced by stimulation in non-SWR periods, which could 
contribute to observed learning deficits. Previous studies that disrupted sleep SWRs did not 
control for this possibility (17, 18). Thus, we monitored evoked field responses to 0.1 Hz probe 
stimulations in intervening rest periods. We found no evidence of plasticity in the evoked field 



8 
 

responses (Fig. 3E). Further, place-fields were stable when compared across run sessions within 
a day (Fig. 3A, B, fig. S10), which also suggests that plasticity was not induced (27). We can 
also rule out any long-term deleterious effect of SWR disruption during behavior for several 
reasons: the specificity of the observed deficit (Fig. 2), the absence of changes in other 
behavioral variables (figs. S12-13), the intact place-field activity during behavior (Fig.3, fig. 
S10), and the absence of any discernible difference in SWR rate and SWR-related reactivation 
after behavior (Fig.4, fig. S18) between control and disrupted animals. These results indicate that 
the observed effects can be attributed specifically to a loss of awake hippocampal SWRs. 
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Fig. S1: Stimulation and recording locations. (A, B) Histological sections illustrating 
stimulation and recording locations. (A) Coronal Nissl-stained section illustrating lesion location 
(marked by arrow) at the end of a stimulation electrode track in the ventral hippocampal 
commissure (vHC). Area marked by rectangle is expanded on the right. (B) Coronal Nissl-stained 
section illustrating lesion location (marked by arrow) at the end of a tetrode track in CA1 in dorsal 
hippocampus. CA3 and dentate gyrus (DG) areas are also indicated. (C) Schematic illustrating 
vHC stimulation location in a simplified hippocampal circuit. In addition to CA3-CA1 fibers 
illustrated in the schematic, the vHC contains commissural fibers connecting CA3-CA3, CA3-DG 
and DG-DG. 
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Fig. S3: Outbound behavior in the SWR disruption group. 10-trial moving averages of outbound 
task performance (Left) and corresponding estimated learning curves with confidence intervals 
(Right) for all four animals in the SWR disruption group. For each panel, alternating light and dark 
gray shaded areas in the background denote days (day numbers on top) across which behavior was 
measured. Learning trial and learning day are highlighted in red in the panels on right. Names in 
center identify each individual animal.
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Fig. S4: Outbound behavior in the control stimulation group. 10-trial moving averages of 
outbound task performance (Left) and corresponding estimated learning curves with confidence inter-
vals (Right) for all four animals in the control stimulation group. For each panel, alternating light and 
dark gray shaded areas in the background denote days (day numbers on top) across which behavior 
was measured. Learning trial and learning day are highlighted in red in the panels on right. Names in 
center identify each individual animal.
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Fig. S5: Outbound behavior in the un-stimulated group. 10-trial moving averages of outbound 
task performance (Left) and corresponding estimated learning curves with confidence intervals 
(Right) for all four animals in the un-implanted, un-stimulated group. For each panel, alternating light 
and dark gray shaded areas in the background denote days (day numbers on top) across which behav-
ior was measured. Learning trial and learning day are highlighted in red in the panels on right. Names 
in center identify each individual animal.
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Fig. S6: Inbound behavior in the SWR disruption group. 10-trial moving averages of inbound task 
performance (Left) and corresponding estimated learning curves with confidence intervals (Right) for 
all four animals in the SWR disruption group. For each panel, alternating light and dark gray shaded 
areas in the background denote days (day numbers on top) across which behavior was measured. 
Learning trial and learning day are highlighted in red in the panels on right. Names in center identify 
each individual animal.
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Fig. S7: Inbound behavior in the control stimulation group. 10-trial moving averages of inbound 
task performance (Left) and corresponding estimated learning curves with confidence intervals 
(Right) for all four animals in the control stimulation group. For each panel, alternating light and dark 
gray shaded areas in the background denote days (day numbers on top) across which behavior was 
measured. Learning trial and learning day are highlighted in red in the panels on right. Names in 
center identify each individual animal.
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Fig. S8: Inbound behavior in the un-stimulated group. 10-trial moving averages of inbound task 
performance (Left) and corresponding estimated learning curves with confidence intervals (Right) for 
all four animals in the un-implanted, un-stimulated group. For each panel, alternating light and dark 
gray shaded areas in the background denote days (day numbers on top) across which behavior was 
measured. Learning trial and learning day are highlighted in red in the panels on right. Names in 
center identify each individual animal.
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Fig. S9: Learning curves aligned by trial number. (A) Average estimated learning curves for the 
three groups of animals aligned by trial number (starting with the first trial on day 1 for each animal) 
for the first 200 outbound (Left) and inbound (Right) trials. Shaded areas represent standard deviation. 
(B) Average estimated learning curves for the three groups of animals aligned by trial number (ending 
with the last trial on day 8 for each animal) for the last 100 outbound (Left) and inbound (Right) trials. 
Shaded areas represent standard deviation.

SWR Disruption
Control Stimulation
Un-stimulated

-100 -80 -60 -40 -20 0



Fig. S10: Place fields. Place fields from SWR disruption animals during the two run sessions from 
different days. Color plots represent occupancy-normalized firing rates of place cells on the maze. 
Numbers on top right of each plot denote maximum firing rate of the cell in the two-dimensional map 
in that particular run session. Note the similarity of the place fields across the run sessions on each day. 
Scale bars represent 40 cm in each dimension (shown in bottom right panel).
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Fig. S11: Linearized place fields. (A) Linearized place fields for an example place cell in the SWR 
disruption group. (Top) Two-dimensional occupancy normalized firing rate map of the place cell. Scale 
bars are 40 cm in each dimension. (Bottom) Linearized firing rate for each of the 4 trajectories 
illustrated in the schematic (similar to Fig. 1A). Linearized place fields were used to calculate peak rate, 
place field size, stability and overlap of place fields. (B) Subset of the cluster plots for the place cell in 
A. Each plot shows the isolated cluster (blue dots) in two amplitude dimensions.
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Fig. S12: Behavior parameters. (A) (Left) Total number of outbound trials performed by each 
animal in the SWR disruption and control stimulation group (n = 6, 4; n.s., rank-sum test, p > 0.26). 
(Right) Number of outbound trials vs day number for the SWR disruption and control stimulation 
group (curves offset for clarity; n = 6, 4; error bars represent s.e.m.; n.s., repeated measures ANOVA, 
main effect of group, p > 0.22). (B) (Left) Total number of inbound trials performed by each animal in 
the SWR disruption and control stimulation group (n = 6, 4; n.s., rank-sum test, p > 0.48). (Right) 
Number of inbound trials vs day number for the SWR disruption and control stimulation group 
(curves offset for clarity; n = 6, 4; error bars represent s.e.m.; n.s., repeated measures ANOVA, main 
effect of group, p > 0.24). (C) (Left) Mean speed for each animal in the SWR disruption and control 
stimulation group (n = 6, 4; n.s., rank-sum test, p > 0.17). (Right) Mean speed vs day number for the 
SWR disruption and control stimulation group (curves offset for clarity; n = 6, 4; error bars represent 
s.e.m.; n.s., repeated measures ANOVA, main effect of group, p > 0.15).
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Fig. S13: Behavior parameters - Time spent at reward wells. (Left) Average time spent at reward 
wells between trajectories by each animal in the SWR disruption and control stimulation group (n = 
6, 4; n.s., rank-sum test, p > 0.5). (Right) Average time spent at reward wells vs day number for the 
SWR disruption and control stimulation group (curves offset for clarity; n = 6, 4 each; error bars 
represent s.e.m.; n.s., repeated measures ANOVA, main effect of group, p > 0.5). Time spent at the 
individual reward wells (center and side wells) was similar.
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Fig. S14: Stimulation Controls. (A) (Left) Mean stimulation rate for each animal in the SWR 
disruption and control stimulation group (n = 6, 4; n.s., rank-sum test, p > 0.5). (Right) Mean 
stimulation rate vs day number for the SWR disruption and control stimulation group (curves 
offset for clarity, n = 6, 4, error bars represent s.e.m., n.s., repeated measures ANOVA, main 
effect of group, p > 0.5). (B) Learning rate does not depend upon stimulation rate. Learning 
trial (Left) and learning day (Right) plotted as a function of mean stimulation rate for each 
animal in the SWR disruption and control stimulation groups. None of the correlations are 
significant (rank correlations, p’s > 0.48). 
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Fig. S15: Stimulation Controls - Speed at stimulation. (A) Speed during stimulation. Single day 
examples from (Left) a SWR disruption animal, and (Right) a control stimulation animal, showing 
normalized distribution of all speeds during behavior and normalized distribution of speeds at which 
stimulation occurred. (B) Fraction of stimulations that occurred when the speed of the animal was < 5 
cm/sec and < 10 cm/sec for each animal in the two groups. The proportions are similar for the two 
groups (n = 6, 4, n.s., rank-sum test, p > 0.12). (C) No effect of stimulation on running speed. (Left) 
Normalized speed (normalized by subtracting mean speed) in 100 ms bins around the time of 
stimulation (vertical dotted black line) for SWR disruption (red) and control stimulation (blue) 
animals. Mean curves and s.e.m. error (shown by shaded area) are derived from all stimulations on all 
days for all animals in the SWR disruption (n = 86644 events in 48 days) and the control stimulation 
group (n = 60227 events in 32 days). Normalized speed is also shown for animals with similar 
detection of online ripples but with no stimulation (black, n = 7608 events in 6 days across 3 animals). 
All groups show a trend of  apparent decrease in speed before the SWR detection event and increase 
after the detection event, which is due to the fact that SWRs occur preferentially at slow speeds and 
due to the online speed filter. The actual shape of the curve depends on a complex interaction of these 
two factors and the animals running behavior. (Right) Difference in speed in a 1 second window before 
and after stimulation for each animal in the  SWR disruption and control stimulation groups. The 
groups are similar (n = 6, 4, n.s., rank-sum test, p > 0.17).
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Figure S16: Examples of position during stimulation. (A, B) Position of the animal on the W-maze 
during stimulation for a representative animal in the control stimulation group (blue markers in A) and 
the SWR disruption group (red markers in B). Each panel shows all stimulation locations for a day 
(day numbers on top right) overlaid on all positions of the animal in that day (gray background). Scale 
bars (shown in A) represent 40 cm in each dimension. Note the concentration of stimulation locations 
at the reward wells and choice point (illustrated by circle in panel 3 in B) in latter days as the track 
becomes familar. 
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Fig. S17: Stimulation Controls - Position at stimulation.  Fraction of stimulations that 
occurred at (A) the reward wells, and (B) the choice point, for each animal in the two groups. 
All stimulations that occurred within a distance of 10 cm from the reward wells and choice 
point were included. The proportions are similar for the two groups (n = 6, 4, n.s., rank-sum 
test, p > 0.5 for both comparisons).  
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Fig. S18: Reactivation during SWRs in rest periods after behavior. (A) Fraction change in SWR 
rate during rest (SWR rate in Post rest period after behavior / SWR rate in Pre rest period before 
behavior) vs day number for the SWR disruption and control stimulation group (curves offset for 
clarity, n = 6, 4, error bars represent s.e.m., n.s., p > 0.28, repeated measures ANOVA, main effect of 
group). (B) Reactivation during SWRs in rest periods after behavior is seen in both the SWR 
disruption and control stimulation group. Reactivation strength was defined as the difference in 
correlated firing during the rest sessions (Post-Pre, 100 ms window). (Left) Regression between 
reactivation strength and place field overlap (corresponding to scatter-plot shown in Fig. 4B) for the 
two groups. Error bars represent 95% confidence intervals. (Right) Regression between reactivation 
strength and run correlations (200 ms window) for the two groups. Both regressions are highly 
significant (p < 0.001). Error bars represent 95% confidence intervals. 
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Fig. S19: Requirements for task learning and performance. (A) Learning the inbound rule.  
Learning the inbound rule.  The information necessary to learn the inbound trials is available when 
animals arrive at a center or outer arm food well from an outer arm.  The animals can then learn that 
reward is only available if they are in the center arm and came from an outer arm.  This requires 
integrating information about immediate past location with the presence or absence of reward. (B) 
Applying the inbound rule. Once the inbound rule is learned, applying the rule requires only that the 
animals can identify their current location as being in one of the other arms and retrieve the correct 
association that indicates that they should proceed to the center arm.  Thus, performing the inbound 
task does not require memory for immediate past locations or integration of past and possible future 
locations. (C) Learning the outbound rule. The information required to learn the outbound rule is 
available when animals arrive at the food well on an outer arm and either receive or do not receive 
reward.  Reward is only available when animals have just come from the center arm and, prior to 
that, arrived in the center arm from the opposite outer arm.  Thus, the animal would likely integrate 
information about reward with both the more remote memory of the previous inbound trajectory 
and the immediate past memory for the most recent outbound trajectory.  Remote awake replay 
events that reactivate trajectories from temporally and spatially distant experiences may be critical 
for this learning. (D) Applying the outbound rule.  To apply the outbound rule the animal must be 
able to identify its current location as being in the center arm, remember the immediate past 
trajectory from one of the outer arms, and use the memory of the past location to plan and execute   

Correct trajectory choice

Incorrect trajectory choice



a movement to the opposite outer arm.  We suggest that the replay of past and possible future 
trajectories during awake SWRs provides the representational substrate for linking past and future 
trajectories during decision making. We note here that the replay of possible future trajectories is 
presumably also a manifestation of memory retrieval, as knowing the future possibilities likely 
depends on past experience with those possibilities.  

Overall, the fact that SWR interruption had no effect on the learning or application of the inbound rule 
indicates that SWRs are not necessary for the retrieval of memories for immediate past experiences.  
It therefore seems likely that these experiences are represented in other cortical areas such as the 
temporal or prefrontal cortex.  Awake SWRs would therefore be expected to be most important when 
more remote memories are needed, as is the case for the learning of the outbound rule or when future 
possibilities need to be evaluated in the context of specific past experiences, as when the animals 
apply the outbound rule. Thus, in the absence of awake replay, we would expect that outbound 
learning would depend on slower learning systems such the basal ganglia which, given sufficient 
numbers of trials, could perhaps learn a specific set of turns that would take the animal from one outer 
arm to the center arm and then to the other outer arm (e.g. right, right, turn around, right, right).  



Fig. S20: Effect of SWR disruption on control stimulation animals. Change in average 
performance for 3 control stimulation animals from days 7-8 (last 2 days of control stimulation) to 
days 9-10 (switch to SWR disruption) is plotted along with average performance on days 7-8 for SWR 
disruption animals, for (Left) outbound and (Right) inbound components. For each control stimulation 
animal, outbound performance on days 9 and 10 during SWR disruption was worse than the 
corresponding performance on days 7 and 8. We pooled together data from the 3 control stimulation 
animals and compared the proportion of correct trials during control stimulation (days 7-8) to those 
during SWR disruption (days 9-10) using a two-proportion Z-test. For the outbound, working memory 
component, animals performed 262 correct trials out of a total of 327 total trials performed during 
control stimulation on days 7 and 8 (proportion of 0.80 correct), which reduced to 229 correct out of 
a total of 317 total trials performed during SWR disruption on days 9-10 (proportion of 0.72 correct). 
Under the assumption of independent trials, this corresponds to a Z-value of 2.35 and a corresponding 
p value of 0.02 (p < 0.05). For the inbound component, the corresponding values were 328 correct out 
of a total of 342 trials (0.96 correct) and 312 correct out of a total of 325 trials (0.96 correct) on days 
7-8 and days 9-10 respectively. This corresponded to a Z-value of 0.06 and p > 0.5.  
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