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Persistence of neuronal
representations through time and
damage in the hippocampus
Walter G. Gonzalez, Hanwen Zhang, Anna Harutyunyan, Carlos Lois*

How do neurons encode long-term memories? Bilateral imaging of neuronal activity in
the mouse hippocampus reveals that, from one day to the next, ~40% of neurons
change their responsiveness to cues, but thereafter only 1% of cells change per day.
Despite these changes, neuronal responses are resilient to a lack of exposure to a
previously completed task or to hippocampus lesions. Unlike individual neurons, the
responses of which change after a few days, groups of neurons with inter- and
intrahemispheric synchronous activity show stable responses for several weeks.
The likelihood that a neuron maintains its responsiveness across days is proportional to
the number of neurons with which its activity is synchronous. Information stored in
individual neurons is relatively labile, but it can be reliably stored in networks of
synchronously active neurons.

M
emories are processed and stored by
complex networks of neurons across
several circuits in the brain; however,
little is known about how stable infor-
mation is encoded in these neurons. The

hippocampus plays an essential role in the for-
mation of memories (1, 2), and neurons in this
brain area show robust responses to space (via
place cells) or other cues relevant to the task
(3–5). Neuronal activity in the hippocampus

changes during learning (6, 7) and reexposure
to an environment (8). However, what aspects
of neuronal activity in the hippocampus persist
during future visits to a familiar environment,
how information is encoded in groups of neu-
rons, and how lesions perturb the long-term
maintenance of these neuronal patterns re-
main poorly understood.
Neuronal representations in the hippocampus

change over time as information is transferred

from other brain areas (9), but how these changes
are regulated is unknown (10–14). Long-term
imaging of neuronal activity showed that during
repeated visits to a familiar environment only
31% of neurons are active in any given session
and 2.8 ± 0.3% are active in all sessions (10).
But how is it possible to recall a memory with
such a small percentage of active neurons (15)?
Technical limitations, including motion artifacts
or toxicity induced by the overexpression of the
genetically encoded calcium indicator GCAMP
delivered via viral vectors, could have hampered
the detection of active neurons over multiple
days (16). To overcome these potential limita-
tions, we chronically implanted custom-built
microendoscopes and performed long-term simul-
taneous bilateral imaging of neuronal activity
in the CA1 region of the hippocampus in freely
moving Thy1-GCaMP6s mice (Fig. 1, A to C;
figs. S1 and S2; and movies S1 and S2) (17–20).
We imaged CA1 pyramidal neuron activity for
several weeks spanning three phases: (i) the
“learning phase,” during the initial four sessions
of exposure to a novel linear track with a sugary
water reward at the ends; (ii) the “reexposure
phase,” after a 10-day period of no task-exposure;
and (iii) the “damage phase,” after creation of a
light-induced hippocampus lesion (fig. S1F). We
reliably imaged the activity of neurons in the
same field of view (FOV) for up to 8 months and
followed the activity of the same neurons for up
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Fig. 1. Long-term simultaneous bilateral
imaging of CA1 activity in freely
moving transgenic mice. (A) Placement of
custom microendoscopes for imaging
activity in the left (LH) and right (RH) hemi-
spheres. We did not notice large differences
between hemispheres, and unless stated
otherwise, the values reported represent com-
bined data from both hemispheres in eight mice
(table S1). (B) (Top) Drift in the FOV during
bilateral imaging across weeks in one mouse.
(Bottom) Chronic implants reduce motion
artifacts (in micrometers, chronic versus
reattachment, 1 day apart: 1.7 ± 2.6 versus
8.0 ± 10, P < 0.01; 7 days apart: 11 ± 10
versus 30 ± 31, P < 0.01, rank-sum test).
(C) Maximum intensity projection in the same
animal recorded for 8 months. (D) CNMFe
(constrained non-negative matrix factorization
for microendoscopic data) output from
25 sessions analyzed simultaneously in one
mouse. (E) (Left) Deconvoluted neuronal
activity in the RH (top) and LH (bottom) of a
trained mouse. Neurons are ranked by peak-to-
noise ratio (PNR). Between 324 and 1386
neurons were recorded per FOV (1974 ± 486 in four bilateral implants and 1081 ± 325 in five unilateral implants, a total of 13,558 neurons and 3443 place
and end cells). (Right) Three representative raw traces (black) and deconvoluted transient traces (red) of neurons with the highest, middle, and lowest
PNRs obtained from the data shown at left. DF/F, normalized fluorescence intensity change. (F) The majority of neurons are active in any given
session (inset; 87 ± 9%, each color represents one mouse), and 47 ± 22% are active in every session (RH and LH, n = 13 replicates). (G) Intensity
correlation map of a small region of interest [black rectangle in (D)] showing persistent activity of the same neurons throughout 25 sessions.
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to 2 months (Fig. 1, D and E; figs. S2 to S4; and
movies S3 and S4). On any given day, 87 ± 9% of
all neurons in the FOVwere active, and 47 ± 22%
were active in every session (Fig. 1, F and G, and
figs. S2 and S3). Within the same day, ~95% of
neurons were active while the animal was in the
cage aswell as in the linear track. However, there
were significant changes in neuron firing rates
on the same day between environments (cage
or linear track) or across days in the linear track
(fig. S4).
To investigate the stability of neuronal repre-

sentations in CA1, we studied both place cells
and end cells (cells firing during periods of
immobility at the ends of the track) (21, 22)
(figs. S5 to S7). Of all the place and end cells
we recorded, 35 ± 13% that responded to a field
on a given day did not respond to any field on
the next day. Of the ~65% of place and end cells
that retained responses to a field (defined here
as “cell overlap”), 44 ± 13% of place cells and
29 ± 26% of end cells changed the centroid of the
response field by more than 15 cm and 480 ms,
respectively (fig. S5). These changes were present
regardless of the animal’s level of familiarity with
the environment and were more prominent
during the learning phase (10) (fig. S5). Despite
the abrupt change between two consecutive
days, the cell overlap between longer intervals
decreased an additional ~1% per day, reaching
random levels at ~50 days (Fig. 2, A and B).
The changes in neuronal representation be-

tween days could be due to spontaneous drift,
or they could reflect minor changes in the envi-
ronment (e.g., different personnel or odors in
the room). To investigate these possibilities,
trained animals were not exposed to the linear
track for at least 10 days (fig. S1B). After re-
exposure, place and end cell overlap before and

after the 10-day gap decreased by the same
amount in the aforementioned animals as in
animals continuously exposed to the task in
sessions separated by 10 days (Fig. 2C and
fig. S8). Thus, changes in cell overlap of place
and end cells are not triggered by exposure to
the task.
How do neuronal representations change af-

ter learning a task? The response fields of ap-
proximately a third of place and end cells were
similar across days after the learning phase
(36 ± 22% retained the same directional pref-
erence between sessions, here defined as “direc-
tional stability,”with a response field correlation
of 0.6 ± 0.4) (Fig. 2, E and F, and fig. S8). The
responses of neurons during the first two ses-
sions of the reexposure phase were less stable
(directional stability: 30 ± 17, correlation: 0.6 ±
0.4) than the field responses that developed
thereafter (directional stability: 42 ± 21, corre-
lation: 0.8 ± 0.3). After a 10-day period in which
the animals were not exposed to the task, 28 ±
15% of place and end cells recovered their fields
(field correlation: 0.7 ± 0.4). Notably, in a third
of the sessions, ~85% of place and end cells
spontaneously reversed their direction selectiv-
ity, although they retained the centroid location
of the field with respect to the reward (figs. S9
and S10). These field rotations occurred simul-
taneously across hemispheres and had minimal
impact on behavior (figs. S9 and S10).
Are CA1 representations resilient to brain

damage? We created local lesions in CA1 by in-
creasing the microendoscope LED (light-emitting
diode) power and illumination time (5- to 10-fold
above the threshold needed to visualize GCaMP6s)
(Fig. 3A). One day after damage, we observed a
pronounced increase in synchronized firing, rem-
iniscent of the neuronal activity associated with

seizures (Fig. 3B). These abnormal patterns of
activity recruited the majority of neurons in the
FOV and were direction specific in the linear
track (fig. S11 and movie S5) (23). During days
with abnormal CA1 activity, the number of place
and end cells increased but their fields were highly
unstable (directional stability: 13 ± 13%, corre-
lation: 0.5 ± 0.4) (Fig. 3, C to F, and fig. S11F).
After 2 to 10 days, abnormal activity ceased
(movie S4), response fields stabilized (directional
stability: 47 ± 19%, correlation 0.8 ± 0.3), and
20 ± 10% of place and end cells retained their
pre-lesion directional preference and a field cor-
relation of 0.6 ± 0.3 (Fig. 3F and fig. S11G).
Theoretical models have suggested that groups

of neurons with synchronized activity may form
cell assemblies able to encode learned repre-
sentations for long periods of time (23). Cell
assemblies that encode task-dependent cues
have been observed in the hippocampus (24, 25),
but how these groups of neurons develop during
learning, persist across days, or encode stable
information is not known. To investigate these
questions, we first analyzed the activity of pairs
of neurons (fig. S13). The number of synchro-
nized neuronal pairs in CA1 increased within
and across hemispheres as mice became famil-
iar with the linear track and was proportional
to their firing rate (Fig. 4A). Synchronized pairs
of neurons also made similar errors during task
performance: (i) Whenever one neuron in the
pair failed to fire in its field, 50 ± 30% of the
time the other neuron in the pair failed as well.
(ii) When both neurons fired, their deviation
from the field peak was highly correlated (0.71 ±
0.14, P < 10−8) (fig. S13). Neuron pairs encoded
higher information content (as defined by cal-
culation of mutual information; see materials
andmethods) than individual place or end cells,
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Fig. 2. Response fields in CA1 persist through
periods of no exposure to the task. (A) (Left)
Cell overlap of place and end cells on sessions
n days apart. Lines and shading represent the
median and 95% bootstrap confidence interval,
respectively. (Right) Fraction of place and end
cells retaining a field for more than two consec-
utive days (LH: n = 5, RH: n = 8). Place and end
cells retained their place field response, on
average, for 7 ± 4 consecutive days. (B) Quanti-
fication of cell overlap 1 day apart (65 ± 13%,
n = 206 session pairs) and 10 days apart (51 ±
16%, rank-sum test, n = 110 session pairs). The
analysis depicted in (A) and (B) is between all
possible session intervals, including periods of
learning and no task. (C) Cell overlap during the
trained phase 1 day apart, 11 days apart without
task, and 11 days apart with task (70 ± 12%,
52 ± 12%, and 51 ± 18%, respectively; rank-sum
test, n = 10 session pairs). After the learning phase, there were no obvious
changes in the behavior of the animals (fig. S2B). n.s., not significant.
(D) Normalized tuning curves of all place and end cells aligned to the day
before or after the no-task period (the number of place and end cells
before and after the no-task period is shown on the x axis). Cells are
sorted by centroid location on the day before (top) or after (bottom) the

no-task period. (E) Directional stability and field correlation between
sessions during different periods of the task (rank-sum test, ***P < 10−15;
dots are median of session pairs, dashed line is random level; see tables
S1 and S2 for statistics). Error bars indicate SD. (F) Field similarity
map during different periods of the task (data for one mouse shown).
Regions a, b, c, d, and e correspond to the periods defined in (E).
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and the likelihood of a neuron maintaining its
responsiveness to the same or a different field
was proportional to its correlation with the
other neuron in the pair (fig. S13).
Do synchronized neurons form part of a larger

neuronal network storing stable task informa-
tion? Network graphs of correlated neuronal
activity showed a clear behavior-dependent
topology, evolving through learning and reor-
ganizing upon transition from the home cage to
the linear track (Fig. 4B). Graphs revealed dense
clusters of neurons with preferences for specific
behaviors or cues (Fig. 4C and movie S7). Ex-
traction of these clusters by a Markov diffusion
approach identified groups of neurons (defined
here as cell groups) encoding direction-specific
information about running, immobility, drink-
ing, and turning (Fig. 4D andmovies S8 and S9)
(26). Synchronization within cell groups was
specific to the task performed (running, staying
on the end of the track, or foraging in the home
cage). Cell groups that had synchronous activity
in the linear track became asynchronous in the
home cage, and vice versa (fig. S16). Whereas
individual neurons developed response fields
within minutes of task exposure, the functional
connectivity of neurons in a graph and a neuron
cluster developed over a much longer period of
time, usually two to four sessions (Fig. 4E). The
reorganization of network activity was highly
correlated with task performance (clustering co-
efficient correlation of 0.75, P < 10−3, all mice
combined) and could not be explained by ran-
dom activity of neurons with overlapping re-
sponse fields (fig. S17). Information about the
task encoded in cell groups was more stable
than that encoded by individual place and end
cells, even after 10 days of no task exposure (Fig. 4F
and figs. S15 and S16).
Using graphs, we observed that the likelihood

of a neuron to remain a place cell or an end cell
was proportional to the number of graph con-
nections with other neurons (Fig. 4G). The cell
group participation of a neuron in the graph
could also be used to classify a neuron as a place
cell, an end cell, or neither, without the need to
observe the animal’s behavior (Fig. 4H). We
could decode the field centroid location of place
and end cells on the basis of the properties of
near neighbors in the graph (Fig. 4I; see mate-
rials and methods). In addition, we observed
that future drifts in the response field of place
cells were proportional to the centroid location
of their neighbors in the graph. This relationship
was used to predict, without observing neuronal
activity or behavior, the magnitude of future
drifts in the centroid of place cells (Fig. 4J). Thus,
the features of a neuron in a graph are sufficient
to decode signatures specific to place and end
cells, as well as the current and future location of
their response fields.
In contrast to previous studies, we observed

that, although the firing rate changed across ses-
sions and tasks, the majority of neurons were
active on most days (10). We observed high sta-
bility of place cells such that, even after 35 days,
40% of place and end cells were still parti-

cipating in the encoding of the environment
(10, 12). Most of the changes in hippocampal
representations (~35%) were observed from one
day to the next but were modest (~1% per day)
thereafter. These gradual changes are consistent
with the reported variability of neuronal re-
sponses in the hippocampus (27, 28). The rep-
resentation in CA1 recovered after an extended
period with no task exposure, or even after ab-
normal activity induced by local lesions. In both
of these cases, fields underwent transient drifts
and fluctuations that ultimately converged to a
neuronal representation inwhich ~20% of place
and end cells recovered a similar response field
to that present before perturbations. Altogether,
these results support a model with three com-
plementary features. First, neuronal representa-
tions in the hippocampus spontaneously change

over time, such that it is rare to find cells whose
fields persist longer than 35 days. Second,
attractor-like mechanisms ensure the persist-
ence of representations over short periods of
time (days), even if the animals are not exposed
to the task or if the circuit is perturbed by
lesions. Third, our results suggest that infor-
mation is dynamically stored in CA1. Initially,
when naïve mice are exposed to a novel envi-
ronment, place and end cells become sensitive
to a field, but their responses are unstable be-
tween days. As mice become familiar with the
task and environment, place and end cells within
and between hemispheres synchronize their ac-
tivity, become more stable between days, and
become resilient to perturbations. Although in-
dividual neurons with response fields on more
than two sessions retain their field response for
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Fig. 3. Tissue damage induces direction-specific bursting activity and unstable fields followed
by partial recovery of the original representation. (A) Intensity correlation of a session before
and after formation of a lesion induced by high illumination intensity (DPD, days post damage). Top
and bottom rows are from animals with representative large and small lesions, respectively.
The four panels on the right show high-magnification views of the regions enclosed by the red
rectangles at left, indicating neurons that remain active (blue circle) or become inactive (red circle)
after lesion formation. Both animals displayed clear direction-dependent abnormal activity in the
linear track (fig. S11 and movies S5 and S6). (B) Number of neurons active simultaneously
during each session in one mouse (numerals indicate the average number of neurons in each burst).
Each day is marked by a vertical red line. (C) Single neuron activity across days while the mouse
runs in the linear track (black traces), showing changes in activity induced by tissue damage
(red shaded region). Green arrowheads point to the 3s error of the noise. The top two neurons
recover from the damage, the middle neuron is highly active during the period of abnormal activity,
and the bottom two neurons become inactive (dead or silent) after damage. (D) Tuning curves
of six place cells, showing high instability during the period of abnormal activity (rectangle).
(E) Directional stability and field similarity between sessions before and after lesion formation (dots
are medians of session pair; **P < 0.05, ***P < 10−5, n = 3 mice, RH; see tables S3 and S4 for
statistics). (F) Field similarity map between sessions before and after the lesion sessions (RH, one
mouse). Regions a, b, c, and d correspond to the periods defined in (E).
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7 days, on average, cell groups of synchronously
active neurons formed stable representation
of the environment that persisted for several
weeks. Our results show that stable representa-
tions of a task are stored in groups of CA1
neurons with synchronous activity. On the basis
of the known connectivity of CA1 neurons, this
synchrony may arise from local inhibition with-
in CA1 or common input from CA3. We observe
that the firing patterns of neurons that are
neighbors in a graph can be used to decode
current and future drifts in the response field
of a neuron, suggesting that future changes in
place cells are, to some extent, encoded during
task performance. Overall, we demonstrate that
activity patterns of individual neurons gradu-
ally change over time, whereas the activity of

groups of synchronously active neurons ensures
the persistence of representations in CA1.
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Fig. 4. Synchronous activity in groups of cells encoding stable
representations. (A) The number of inter- and intrahemispheric
synchronous neuron pairs increases during training (dots are sessions;
***P < 10−6, four bilateral mice). (B) Graph topology during learning
(day 1), trained (day 10), and reexposed (day 45) phases (lines
represent correlation >0.10, neurons shown as dots, RH from one
mouse). (C and D) Graphs of neuronal activity in the linear track colored
by place cell (PC) or end cell (EC) classification (C) or by cell group
(D). The size of each node is proportional to its degree. (E) The degree
(left, red line) and clustering coefficient (middle, green line) increase
on time scales of days and are correlated with the total distance
run by the mouse in a single session (blue line). Firing rates (right, black
line) remain constant throughout all sessions. Medians are shown as
solid lines, dashed lines represent results from the synthetic dataset
(see materials and methods), and the shaded areas denote 95%
bootstrap confidence intervals. (F) Activity of one cell group persisting
for 35 days. Medians ± SDs across laps in a session are shown as
lines and shaded areas, respectively. (G) (Left) Graph colored by the
fraction of sessions a neuron was classified as a place cell or an end cell.

(Right) Quantification of the relationship between degree and stability
(blue dots are individual neurons, red dots mark median; linear fit
R2 = 0.82, P < 10−10). (H) (Top) Diagram illustrating how connectivity
of a neuron (square) in a graph on day 1 can be used to decode its
classification as a place cell (blue circles) or end cell (red circles) on
another day. (Bottom) Classification accuracy using graph connectivity
and firing rates (firing rate versus graph: 0 versus 0.36 ± 0.14 for end cells,
0.04 ± 0.04 versus 0.32 ± 0.16 for place cells, no field cells: 0.30 and
0.83; ***P < 10−20, rank-sum test). (I) (Top) The centroid of near
neighbors of a place cell (square) on one day can be used to decode the
centroid on another day. (Bottom) Quantification of decoding accuracy
using graph neighbors or assuming no centroid drift (median ± SEM, errors
for session 25 shown, P < 10−10). (J) (Top) In a session, the difference
between the response field of a place cell and the average centroid of its
neighbors in the graph is proportional to future drifts in its response
field (linear fit R2 = 0.22, P < 10−10, n = 2000 centroid deviations across eight
mice). (Bottom) The linear relationship can be used to make predictions
on 50% of place cells with <35 ± 7 cm error.This result is more accurate than
those obtained using other metrics (see materials and methods).
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Robust memories through neuron networks
How does the brain store information over a long period of time? Gonzalez et al. chronically implanted custom-built
high-sensitivity microendoscopes and performed long-term imaging of neuronal activity in freely moving mutant mice.
The majority of neurons were active on most days, but their firing rate changed across sessions and tasks. Although
the responses of individual neurons changed, the responses of groups of neurons with synchronous activity were very
stable across days and weeks. In addition, the network activity in hippocampal area CA1 recovered after an extended
period without performing the task or even after abnormal activity induced by local lesions. These findings indicate the
presence of attractor-like ensemble dynamics as a mechanism by which the representations of an environment are
encoded in the brain.
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