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44Department of Physics and Astronomy, University of Pennsylvania, Philadelphia, PA 19104, USA
*Correspondence: adevor@ucsd.edu
http://dx.doi.org/10.1016/j.neuron.2013.09.008
270 Neuron 80, October 16, 2013 ª2013 Elsevier Inc.

mailto:adevor@ucsd.edu
http://dx.doi.org/10.1016/j.neuron.2013.09.008
http://crossmark.crossref.org/dialog/?doi=10.1016/j.neuron.2013.09.008&domain=pdf


Neuron

NeuroView
The Brain Research through Advancing Innovative Neurotechnologies (BRAIN) Initiative has focused scien-
tific attention on the necessary tools to understand the human brain andmind. Here, we outline our collective
vision for what we can achieve within a decade with properly targeted efforts and discuss likely technological
deliverables and neuroscience progress.
Introduction
Whatmakes a student—or anyone—fall in

love with neuroscience? For many, the

life-long affair begins with an encounter

with ‘‘cognitive neuroscience’’—the phe-

nomena of perception, learning, memory,

language, emotions, and other marvels of

the human mind. It stems from a desire to

immerse oneself in an exploration of the

biophysical substrates of these brain

processes, to understand the mecha-

nisms of brain function: from the activity

of individual nervous cells to the emer-

gence of conscious perception. These

are among the biggest questions that

capture the imagination of neuroscientists

and society alike. No matter who we are,

we can’t help but be excited when we

can predict actions, perceptions, and

memory retrievals based on the spiking

activity of a single neuron or a functional

MRI response in humans. And yet, these

glimpses of insight fall far short of under-

standing of ‘‘how the brain works.’’

Over the years, neuroscientists have

gathered a myriad of mechanistic bits

and pieces from studies of the brain in

a range of model organisms, based on

activity measured at varying spatial and

temporal scales. This mosaic knowledge,

however, has not resolved into a clear

picture of the functional organization of

the brain. This is in part because there

are still large missing pieces. More impor-

tantly, it stems from the lack of a roadmap

and the necessary tools to connect the

dots. This is the challenge that human

brain mapping does not share with the

great mapping effort of the last decade,

the Human Genome Project. In the latter,

while the task was daunting for the tech-

nology that existed at its inception, the

initial target was clear: sequencing the

DNA. With brain mapping, in contrast,

neuroscientists are facing a key ingenuity

test for this century: we need to discover

new paradigms in order to solve the

puzzle.

Last April, President Obama’s

announcement of the Brain Research

through Advancing Innovative Neuro-

technologies (BRAIN) Initiative opened a
debate within the scientific community

as to what the scale and scientific scope

of such a program should be. What holds

us back in realizing our dream of figuring

out how our brain ‘‘works’’? More specif-

ically, what is needed to enable a biologi-

cally based description of behavior at the

level of cellular and subcellular functional

brain organization, without losing sight of

the forest for the trees? What limits our

ability to manipulate the brain’s activity

on a microscopic scale, while correctly

predicting the outcome for higher cortical

functions? What will it take to link the

neurological and neuropsychiatric dis-

eases to specific cellular and subcellular

properties of the elements that work as a

whole resulting in altered perception,

impaired learning, or memory loss?

Below, we outline our broad, multidisci-

plinary perspective on how to address

these questions. We begin by examining

the kinds of technologies that, collectively

and within a valid theoretical framework,

would facilitate the necessary quantum

leap toward understanding brain function

and its disruption in disease. After this, we

revisit the concept of emergent properties

of the brain’s functional organization,

which arises time and again in the de-

bates surrounding the BRAIN Initiative.

Finally, we offer a prediction of the state

of neuroscience in ten years. Admitting

the existence of significant technological

and theoretical challenges, we neverthe-

less believe that, properly targeted, a

robust investment in the science of the

brain today can transform our under-

standing of the human brain and mind

and set a new course to alleviating brain

disorders. The views expressed herein

are independent of and may be com-

plementary to the recommendations

proposed by the NIH-organized BRAIN

working group.

Technology on and beyond
the Horizon
The micro- and nanotechnologies for

experimentally measuring, labeling, and

manipulating neuronal activity have been

a focus in the debates around the BRAIN
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Initiative. The technologies gathered un-

der this broad umbrella can be divided

into three categories based on the stage

of their maturity.

The first category comprises tools that

have already found neuroscience appli-

cations. Measurement modalities in this

category include, for example, electro-

physiological recordings using arrays

of electrodes, multiphoton microscopy,

photoacoustic and optical coherence

tomography, voltage-sensitive dye imag-

ing, and superresolution microscopy. For

each of these technologies, enhancing

both the quality of the measurement

(resolution, speed, sampling efficiency,

selectivity, and specificity) and the ability

to quantify the underlying physiological

parameter of interest could prove trans-

formative. Enhancement/acceleration of

existing tools typically involves combining

advances from different fields, thereby

requiring a transdisciplinary effort. For

instance, one can imagine combining

next-generation multicolor genetically

encoded voltage and calcium indicators

(genetic engineering) with large-scale,

parallel two-photon detection (instrumen-

tation engineering) to achieve efficient

sampling from neurons of many cell

types simultaneously and reconstruction

of the circuit behavior (computational

modeling). Such efforts would come with

only moderate technological risks: we

have good reason to believe that the

task is feasible and that the final product

will meet the needs. Practical solutions

have already been demonstrated for

some of these elements (e.g., 3D scan-

ning technologies) but industrial partner-

ship is needed to facilitate broad adoption

by the neuroscience community.

The second category includes tools

where a proof of principle is available

but application in the neurosciences is in

its infancy (‘‘on the horizon’’) or nonexis-

tent. One example of this is the so-called

‘‘wide-field two-photon microscopy’’

technique that could revolutionize multi-

photon imaging by relaxing the require-

ment of scanning one pixel at a time

while retaining the optical sectioning
, October 16, 2013 ª2013 Elsevier Inc. 271
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inherent in nonlinear excitation. Novel

technologies of this type are sometimes

conceived and developed in laboratories

outside the neurosciences that do not

follow through in demonstrating their

practical utility but rather move on to

the next project as soon as the proof of

principle has been achieved. Advancing

these technologies to the next stage,

therefore, would benefit from a multi-

disciplinary collaboration attuned to the

specific biological questions to be ad-

dressed. In contrast to the first category,

the potential risks are high in developing

on-the-horizon tools, as are the potential

rewards.

A final category of tools are best

described as ‘‘beyond the horizon.’’ For

example, it would be very useful to have

a noninvasive version of optogenetics for

use in humans with Parkinson’s disease.

The objective is clear but the existing

technologies do not scale up; there is

no obvious path. This is like sailing a

ship to a target beyond the horizon

without a means of navigation: even with

the most imaginative and innovative

crew on board, we might not reach the

destination. Making progress with such

technologies would require a new inven-

tion, a discovery, a way to overcome an

apparent fundamental limit. This may not

be impossible. Seemingly fundamental

limits can be broken, as occurred with

the recent arrival of superresolution

microscopy, which shattered the con-

ventional optical diffraction limit. The

possible impact of innovations of this

magnitude cannot be underestimated, of

course. Yet discoveries do not adhere to

a schedule, and an effort built around

them may face the problem of unwork-

able/unrealistic/unachievable goals. In

addition to the inherent technical and

scientific risks, such efforts are typically

disciplinary by nature and carried out by

specialized laboratories.

From Neurons to Networks
to Behavior
In parallel with technological advances,

we need theories to tie together measure-

ments across the spatial and temporal

scales and make predictions of the

emergent properties of neurons con-

nected in networks. The term emergent

property is borrowed from the physics

of complex systems, where it refers to
272 Neuron 80, October 16, 2013 ª2013 Else
phenomena that cannot be directly traced

to their individual components, only to

how those components interact. Consider

the example of weather—the state of the

atmosphere. The temperature of the air

is not defined at the atomic scale; it is an

emergent property of many atmospheric

particles. A weather forecast requires a

valid theoretical framework: a model.

The model incorporates a set of rules

worked out by studying interactions

among particles; the actual forecast,

however, is not predicted by simulating

the position of every molecule. Rather,

the forecast is made on the relevant prac-

tical scale by means of measurements

of the current state of the atmosphere

and models formulated with ‘‘coarse-

grained’’ variables such as pressure and

temperature and parameters such as

the physical shapes of landforms. For

the most part, this approach works: we

can rely on the National Weather Service

to predict tomorrow’s rain.

While the separation of microscopic

and macroscopic scales is less clear in

neuroscience than in atmospheric phys-

ics, it is nevertheless a useful analogy:

using the ability to predict as a surro-

gate for understanding, understanding

higher cortical functions—perception, for

example—by quantifying a large number

of individual neurons firing across the

brain may be impractical; instead, it is

probably necessary to use intermediary

measures and appropriate mathematical

models. Also, statistical sampling from

neurons of known cell type and connec-

tivity would be preferable to merely

increasing the numbers of simultaneously

captured spikes. This is because our

brains, in contrast to those of inverte-

brates, appear to be built from large

populations of neurons performing the

same function, collectively and in a pro-

babilistic way. We, humans, can lose neu-

rons from the age of 20 or earlier without

a noticeable effect on cognitive perfor-

mance. For the nematode C. elegans, by

contrast, the loss of a single neuron can

have catastrophic effects with respect

to survival. Thus, intermediary measures

reflecting the ensemble activity of neu-

rons of similar types—which can be

localized on the cortical sheet—would

offer extremely valuable information.

Further, a number of different types of

measures might be required to provide
vier Inc.
the critical input to the model. For ex-

ample, sleep spindles, Up and Down

states, and cortical spreading depression

could be described by a set of parameters

including those related to subthreshold

polarization, intracellular concentration of

calcium in neurons and glia, blood flow,

and energy consumption. As in the well-

known story of the blind men and the

elephant, access to only a single kind of

measurement may be insufficient (even

misleading) in grasping the bigger picture.

The interactions between individual

elements of the brain—neurons and

glia—would need to be understood and

factored into any general model. Often-

times this knowledge can be derived

most efficiently from relatively simple

model organisms, cultured neurons, or

isolated preparations of brain tissue.

For instance, one can study synaptic

formation and its genetic determinates in

C. elegans or a fruit fly Drosophila mela-

nogaster to understand the general rules

of neuronal recognition and synaptic

plasticity. These rules can then be vali-

dated in the intact mouse or nonhuman

primate cortex (using statistical mea-

sures rather than exhaustive sampling)

and implemented as building blocks in

computational models.

Mapping the (Human) Brain
in Health and Disease
Ultimately, the debate comes down to

distinct perspectives as to what exactly

we need to measure in order to under-

stand what the brain is doing. One

obvious target is spikes. But would efforts

focused entirely on firing neurons deliver

the promised breakthrough in under-

standing brain function in health and

disease? Although most of the brain dis-

orders that impose the greatest burden

on American society (e.g., Alzheimer

disease, Parkinson disease, Down syn-

drome, schizophrenia, bipolar illness,

autism, migraine, stroke, and traumatic

brain injury) involve disease processes

that affect the generation of spikes,

they cannot be described by the spike

code alone. These include dysfunction

of synaptic growth and communication,

abnormal activity of glia, release of in-

flammatory mediators, altered molecular

signaling (neuro- and gliotransmission,

growth factors), disruption of the neuro-

glial metabolic partnership, pathological
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neurovascular coupling, and premature

cell death. Some are part of the repertoire

underlying recovery or restoration of

function. For these reasons, measure-

ment of multiple electrical, molecular/

chemical, and connectivity parameters in

the working brain might prove at least as

valuable as extending the number of

simultaneously captured spikes.

Animal models of brain diseases do not

fully reproduce the range of human

symptoms, but they do play an important

role in studying the effects of specific

genetic and experimental perturbations

and testing potential treatments and

processes involved in recovery. A com-

prehensive investigation of pathological

mechanisms in these models entails the

development of new technologies for

quantitative measurements not just of

voltage and calcium, but also of other

ions, signaling molecules, metabolites,

metabolic substrates, and blood perfu-

sion and oxygenation. Ideally, these

measurements would be performed in

the intact brains of awake, behaving

animals where the natural interactions

between neurons, glia, and cerebral

microvasculature are preserved.

Eventually, it will be necessary to trans-

late the findings from animals to humans.

Direct translation of tools to humans

would be a false promise. For instance,

simultaneous optical recording from

hundreds of neurons within a cubic-milli-

meter volume has been demonstrated in

the mouse cortex. Yet, extending these

measurements to humans is precluded

by the invasive nature of the method and

other technical constraints. The available

noninvasive measurements, however,

provide only indirect information about

the activity of brain cells and circuits,

leaving a gap between the macroscopic

activity patterns available in humans

and the rich, detailed view achievable

in model organisms. A concerted effort

to bridge this gap is an important oppor-

tunity for the BRAIN Initiative.

Let’s examine the case of fMRI. Here,

one obvious limitation is its relatively

low resolution. In addition to this reso-

lution limit, there is an even more

fundamental constraint in the indirect

and uncertain relationship between the

imaged signals and the underlying

neuronal, metabolic, and vascular brain

activity. To illustrate this, consider the
imaging technological achievements of

the past decade, e.g., dramatic impro-

vements in parallel imaging, enhanced

performance of gradient and radio-

frequency coils, and a move toward

higher field strengths. On one hand,

these improvements have facilitated

submillimeter resolution (comparable to

the size of cortical layers and columns),

which may be sufficient to understand

brain phenomena manifested at this

mesoscopic scale. On the other hand,

the physiological interpretation of the

imaged physical signals remains unclear.

This limitation is particularly debilitating

in disease because of the potential (and

unknown) discrepancies between the

activity of neuronal networks relative to

the accompanying neuroglial, neurome-

tabolic, and neurovascular interactions

that collectively determine the fMRI

response.

Connecting the dots from microscopic

cellular activity to the dynamics of large

neuronal ensembles and how they are

reflected in noninvasive ‘‘observables’’

is an ambitious and challenging task.

As a foundation, we need a suite of

micro- and nanoscopic technologies

that, collectively, will allow precise and

quantitative probing of large numbers

of the relevant physiological parameters

in the appropriate ‘‘preclinical’’ animal

models. Next, we have to combine

multimodal measurements and com-

putational modeling to understand how

specific patterns of microscopic brain

activity (and their pathological departures)

translate to noninvasive observables.

In parallel, we need to explore novel

(currently, beyond-the-horizon) noninva-

sive contrasts more directly related

to specific physiological quantities for

human applications.

Skeptics may argue that this spectrum

is too broad; instead we need a focused

program that would make a significant

impact in a limited area. In our view,

the focus should be not on a particular

measurement (e.g., ‘‘we don’t have a

way to record from every neuron in large

networks; let’s fill this gap’’) but on a

technological roadmap for addressing

the broader goal of the BRAIN Initiative:

‘‘to produce insights into brain disorders

that will lead to better diagnosis, pre-

vention, and treatment’’ (Insel et al.,

2013).
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Short-Term Objectives and
Deliverables
Now let’s try to envision what could be

achieved within a decade of the ‘‘con-

necting the dots’’ effort described above,

including both technological objectives

and neuroscience questions that would

become accessible with the advance-

ment of the technology.

To illustrate this vision, consider an

increasingly likely future in which we will

be able to selectively manipulate one

population of cortical neurons at a time:

eliciting or suppressing firing and con-

trolling the excitability of dendrites

sequentially within a given neural system.

This type of stimulation could be em-

ployed to obtain the corresponding

space-resolved extracellular potentials

recorded with the high-density nano-

arrays. These data will be used to com-

putationally deconstruct a natural (e.g.,

sensory stimulus-induced) extracellular

potential as a combination of the popu-

lation-specific ‘‘primitives’’ offering the

information about cell-type-specific ac-

tivity. Resultant computational models

will need to be validated using the

cellular- and subcellular-resolution mea-

surements from a large number of

neurons within the active cortical region

throughout the cortical depth. Ideally,

this would be done using genetically

encoded reporters (e.g., multiphoton

imaging of optical voltage or calcium re-

porters with the color of the emitted light

coding for the type of neuron) to attain

statistically sound—but not necessarily

exhaustive—sampling of activity across

cell types. The number of individually

considered neuronal types will be moti-

vated by the model itself: it will need to

be sufficient to provide the solution for

the cell-type-specific decomposition of

extracellular potentials. Note that the

low-frequency extracellular potential re-

corded at the cortical surface should

correspond to the noninvasive EEG in

human studies.

Such a future might include genetically

encoded or synthetic probes to report

the key physiological variables of neuro-

glial, neurovascular, and neurometabolic

processes accompanying neuronal acti-

vity such as voltage, release of signaling

molecules, receptor activation, second

messenger signaling, increases in extra-

cellular potassium and ATP/adenosine,
, October 16, 2013 ª2013 Elsevier Inc. 273
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vasodilation/constriction, uptake of glu-

cose, transcellular lactate fluxes, and

intracellular oxygen dynamics including

mitochondrial function. Combined with

the ability to activate one population of

cortical neurons at a time, these tools

will open the door to addressing the

population-specific vascular, metabolic,

and hemodynamic ‘‘signatures.’’ They

will also allow investigation of energetic

compartmentalization and energy bud-

gets. These efforts will not be limited

to experimental work and will require

extension of the neuronal model.

Embedded in the realistic vascular archi-

tecture, this model will be used to predict

the macroscopic vascular and hemo-

dynamic response. Another step will be

to incorporate nuclear spins diffusing in

vessels and tissue and their responses

to external magnetic fields. This will

enable predictions of the decay of the

magnetization due to dephasing of the

spins induced by changes in blood

oxygenation; this is the BOLD effect.

We might have the tools to manipulate

synaptic connectivity and neurotrans-

mitters such as dopamine or serotonin

(e.g., by inactivation of the postsynaptic

receptors). We will advance the imaging

technology to allow simultaneous mea-

surements from a number of locations

at a time in awake behaving animals

and combine the fine- and coarse-grain

tools (again, both experimentally and

in a computational framework) to fill in

the gaps. Then, we can begin to address

questions of distributed computation

(i.e., those arising from the interplay of

multiple cortical areas) and the impor-

tance of the ‘‘modulatory’’ neurotrans-

mission systems. We will have the tools

to probe the factors that empower

conscious behaviors such as successful

retrieval of a memory trace or making

a correct decision. Inclusion of non-

neuronal measures (e.g., metabolic activ-

ity, chemical excitability, and structural

plasticity of glia) will put the questions

of plasticity and development within

reach.
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A natural deliverable from these efforts

will be a set of tools for preclinical studies

inmodel organisms. This is because inter-

pretation of noninvasive functional imag-

ing and understanding of themechanisms

of brain disease require investigation of

the same types of neuroglial, neurovascu-

lar, and neurometabolic interactions.

Collectively, these new tools will enable

translation of the detailed and elegant

mechanistic approaches to intact brains;

today this is possible only in cell cultures

and isolated neuronal tissues. In neuro-

degeneration, these tools will allow us to

ask a range of critical questions, such

as: does the breakdown in energy meta-

bolism precede dysregulation of neuronal

electrical activity? Does the initial pathol-

ogy, manifested as altered ionic homeo-

stasis or reduced production of ATP,

originate in neurons or astrocytes? Are

certain types of neurons more vulnerable

than others? Inmental disease, such tools

will make it possible to modulate the

excitability of the dendritic trees and to

track the resulting alterations in the

release of neurotransmitters and synaptic

connectivity. One also could ask whether

the common denominator among the

models exhibiting abnormal sensorimotor

gating might converge upon the same

endpoint functional network organization.

In the study of headaches, these tools can

clarify the chain of events underlying the

spontaneous initiation and propagation

of cortical spreading depression. For

instance, we can ask whether or not the

stress accompanying cortical spreading

depression can be explained by a meta-

bolic failure where oxygen demand ex-

ceeds the supply, resulting in a shortage

of the ATP required for the effective

neuronal repolarization.

To summarize, we envision a path that

will accelerate progress in addressing

the ‘‘hard’’ neuroscience questions that

will produce significant deliverables along

the way, if/when concrete short- and

midterm objectives are spelled out. On

the basic science level, a decade of

intensified effort will bring us closer to
vier Inc.
understanding the code that operates

on complex, multicompartment, multipa-

rameter, multilevel systems to ensure

robust and appropriate behavior. On the

translational side, within a decade we

will make considerable progress toward

holistic evaluation of neurological dam-

age in model organisms, open new

avenues to guide the development of

treatments, and build a strong founda-

tion for human noninvasive imaging.
Conclusions
Connecting the dots from microscopic

cellular activity to the dynamics of large

neuronal ensembles and how they are

reflected in noninvasive observables is

an ambitious and challenging task. How-

ever, the impact of such an effort in

decades and even generations to come

should not be underestimated. We can

achieve this only through a large-scale,

coordinated program with coherent

technological, experimental, and theo-

retical efforts targeting the development

of molecular probes and microscopic

imaging with which to understand the

meso- and macroscopic level of brain

organization. Such a program would

naturally transcend the conventional

boundaries of scientific disciplines, bring-

ing together experts from multiple fields

beyond the traditional neurosciences

including physics, mathematics, statis-

tics, engineering, chemistry, nanotech-

nology, and computer science. Moving

forward in the spirit of collaboration, we

will accelerate basic and translational sci-

entific discoveries and ultimately arrive at

an understanding of how our brain con-

strains the way we experience the world

around us and controls our behavior.
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