
IEEE TRANSACTIONS ON MEDICAL IMAGING, VOL. 32, NO. 2, FEBRUARY 2013 289

Transcranial Thermoacoustic Tomography:
A Comparison of Two Imaging Algorithms

Zijian Liu, Lanbo Liu*, Yuan Xu, and Lihong Victory Wang, Fellow, IEEE

Abstract—Thermoacoustic tomography (TAT) is a novel,
non-invasive medical imaging technique but has encountered ob-
stacles in imaging through the cranium. In this paper we present
two methods for transcranial TAT: Kirchhoff migration (KM)
and reverse-time migration (RTM). The two methods’ imaging
qualities are verified and compared based on both synthetic and
experimental data. RTM proves to have better velocity variance
and imaging quality, and little noise with spatial aliasing. RTM is
a promising approach for achieving transcranial TAT in further
studies.

Index Terms—Kirchhoff migration, reverse-time migration,
thermoacoustic tomography.

I. INTRODUCTION

T HERMOACOUSTIC tomography (TAT) [1]–[3] is a
novel, noninvasive medical imaging technique that de-

tects the large differences in microwave absorption between
pathological and normal tissue [4], [5]. It applies the principle
of the thermoacoustic effect [6], in which an input microwave
impulse stimulates thermo-expansion in tissue and conse-
quently generates acoustic waves to be recorded by transducers
arranged outside the tissue. When the tissue is relatively uni-
form, the initial local acoustic amplitude is approximately
proportional to the absorption ratio of the microwave [1], [6],
[7]. Consequently, the TAT imaging problem is to retrieve the
distribution of the initial acoustic amplitude based on recorded
acoustic wave energy, and thus it can be characterized as a
problem of “source localization.” In recent years, TAT has been
widely studied on the imaging of kidney [8], breast [9] and
brain [10]–[12]. TAT has been studied for brain imaging for
two reasons. First and far more important, TAT takes advantage
of deep penetration of the electromagnetic impulse and the high
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resolution of the ultrasonic wave for deep imaging. Second,
brain tissue is fundamentally uniform and isotropic. For ex-
ample, the acoustic velocity of human brain is narrowly ranged
within 1483–1521 m/s [13]. Acoustic wave propagation inside
the brain is very close to one-way line-of-sight transmission
without much aberration. The most commonly used imaging
algorithm of TAT is to back-project the wave energy recorded
by each transducer along the ray paths to all possible loca-
tions inside the imaging domain [1], [19]. This method is also
known as Kirchhoff migration (KM) [14]–[17] in exploration
seismology. Zhu and Lines [18] reported that KM is well
performed on its simple scheme with high cost-effectiveness.
However, the approximation of one-way sight transmission
used in the back-projection algorithm is no longer valid when
high velocity contrast exists, for example, when the skull with
an acoustic speed of 2500–2900 m/s [19] is included in the
imaging domain. For compensating skull-related aberration
Jin et al. [12] have developed a strategy based on the approx-
imation of ray-tracing; however, it may still suffer from the
difficulty of accurately calculating Green’s function when the
velocity structure becomes more irregular.
In recent years, reverse-time migration (RTM) has emerged

as a more precise and powerful imaging tool in the exploration
geophysics community [20]–[23]. RTM takes full advantage of
the wave equation that includes all the dynamic features of a
propagating wave field. Different from KM, RTM is based on
the insensitivity of the wave equation’s solution to the direc-
tionality of time. During RTM, by solving the wave equation
with either the finite-differences time domain (FDTD) method
[24] or the pseudo-spectral time domain (PSTD) method [25],
all transducers act as a virtual source by broadcasting their own
records back to the domain in a time-reversed manner. If the
velocity model is precise, the reversed-time wave field should
converge and be enhanced at the origins of the to-be-imaged
structures. Previous studies [18], [26] have compared KM and
RTMby using complex velocity structuremodels, and have con-
firmed better results by using RTM.
Based on our previous studies [27], [28], in this paper we

apply both KM and RTM to a synthetic dataset derived from a
2-D brain model and real datasets acquired from laboratory ex-
periments by Xu and Wang [10] (hereinafter referred as XW06)
on rhesus monkey heads. The comparison of imaging results de-
rived by both methods supports the finding of previous studies
that RTM is superior to KM in imaging quality and accuracy.
The paper is organized as follows. We demonstrate the

application of the two migration methods to synthetic data in
Section II and to real laboratory data in Section III. In Section II,
we first describe the procedure of building up the 2-D brain
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Fig. 1. Layout of the 2-D human brain model with intact skull, where (a) is the
distribution of acoustic velocity in the model, in which the skull exhibits rela-
tively higher velocity. The white dots show the locations of the 240 receivers.
(b) Amplitude of the initial acoustic pressure stimulated by microwaves during
TAT transcranial diagnosis.

models and generating synthetic data by using the FDTD al-
gorithm. Then, applying both KM and RTM to these synthetic
data, we present detailed comparison results. In Section III, we
first briefly review the acquisition of the laboratory data sets
in XW06, then present the imaging results obtained from both
methods based on the real data [10] in detail. Section IV is a
detailed discussion comparing the results from the two methods
in all pertinent aspects. Finally, in Section V we restate the
major findings and lay out the direction for future studies.

ALGORITHM VALIDATION VIA SYNTHETIC DATA

To test the effectiveness of KM and RTM, we have built a
2-D synthetic human brain model with an intact skull. In this
model, the brain is made of gray matter and white matter [13],
and the skull is made of three layers, namely the inner table,
diploe, and outer table [19]. To mimic a real laboratory exper-
iment similar to [10], [12], we modeled the space outside the
skull as mineral oil, with a uniform acoustic speed. Addition-
ally, to mimic pathological changes and build a benchmark for
results analysis, in the synthetic model we replaced a small area
of the brain with blood. This area was located at the left cere-
bral hemisphere and defined as elliptically-shaped. The distri-
bution of acoustic velocity in the synthetic model is shown in
Fig. 1(a). From a review of several literatures, mechanical pa-
rameters of all related bio-tissues were collected and are listed
in Table I, in which the velocities and densities of grey matter
and white matter were measured from lamb brain using acoustic
frequency of 1 MHz [13]. The skull’s velocities, densities and
thicknesses of different layers are applied from datasets in re-
search [19], [29] and [30]. The loss factor is defined in [30] to
depict the amplitude of the propagating acoustic wave’s energy
decay. Its values come from [13] for brain and [30] for skull,
respectively.
After establishing the mechanical properties, we calculated

the initial acoustic amplitudes in the synthetic model. We as-
sumed that the initial acoustic pressure in min-
eral oil and the skull was 0, so the acoustic wave field was en-
tirely generated by multiple acoustic sources in the brain at time
zero. Their amplitudes were closely linked to the microwave ab-
sorption ratio. As expressed in [6], the relationship between the
power intensity I of absorbed microwaves and the
generated peak acoustic pressure is shown as

TABLE I
SELECTED MECHANICAL PARAMETERS OF HUMAN BRAIN AND SKULL

TABLE II
SELECTED ELECTRICAL CONDUCTIVITIES OF HUMAN’S BRAIN

(1), where is the sound velocity, is the volumetric thermo-ex-
pansion coefficient, and is heat capacity. The definition of
absorbed power intensity can be expressed as (2) [7], where
, , and are the maximum amplitude of the radiated elec-

tromagnetic field, tissue’s density, and electrical conductivity,
respectively. By combining (1) and (2), (3) is derived as the the-
oretical relationship between tissue’s electrical conductivity and
initial acoustic pressure generated based on the thermo-acoustic
effect

(1)

(2)

(3)

The volumetric thermo-expansion coefficient and heat ca-
pacity of the brain are nearly uniform: (
[28] and [32]). The acoustic velocity and
density vary little among gray matter, white matter, and blood
(Table I). Nevertheless, the electromagnetic property inside the
skull can be estimated as uniform [33]. Consequently the initial
acoustic pressure can be well approximated as proportional to
the electrical conductivity . On the other hand, Table II shows
that for input microwaves the electrical conductivities of white
matter, gray matter, and blood are significantly different [7]. For
blood in particular, can be more than 1.5 times higher than
for the other two kinds of tissue. Using the value of electrical
conductivity for microwave of 900 MHz from [7] and (3), the
distribution of initial acoustic pressure is derived, as shown in
Fig. 1(b).
Once the synthetic model was established, we applied the

FDTD method to forward modeling acoustic wave propaga-
tion. Using the initial acoustic pressure shown in Fig. 1(b), a
zero-offset Ricker wavelet with a central frequency of 0.15MHz
was applied to each point of the brain as the acoustic source. The
model space was meshed as 512 512 grids with a spatial in-
terval of 0.5 mm. The time interval was set up as by
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Fig. 2. Acoustic signal recorded during FDTD forward modeling of TAT. This
is a cluster with 240 traces, with 1600 samples contained in each trace.

following Courant–Friedrichs–Lewy [34] condition for ensure
calculation convergence during FDTD modeling. By referring
to Table I, a total of 3000 time steps were estimated to make
acoustic waves transmit about 50 cm within the medium of gray
matter. This should be long enough to allow the acoustic waves
to propagate to each receiver from the most remote grid in our
brain model. The outgoing acoustic signal was recorded by 240
receivers located outside the skull (white circle shown in Fig. 1).
The synthetic record is shown in Fig. 2, which provides the input
dataset for later imaging.
The velocity model used in both migration algorithms is crit-

ical to successful imaging. In this study we applied two velocity
models: one (abbreviated as V1) assumes the average acoustic
velocity is uniformly 1540 m/s in the model space. Essentially
it approximates a “bare brain” model with the effect of the skull
excluded. The second model (abbreviated as V2) includes the
effect of the high acoustic speed of the skull, which is almost
double the speed of brain tissues. In our study, velocity models
V1 and V2 were applied to both KM and RTM. Due to the ve-
locity variance in V2, we applied V2 to two migration methods
by different approaches. In KM, ray-tracing was applied from
every transducer to all directions. This procedure was similar
to the methods described in [12] but for simplicity we con-
sidered only the wave front distortion caused by velocity vari-
ance, and ray bending effect around the skull was ignored. Dif-
ferent from KM, as a kind of full-wave migration, RTM uses
the same scheme as forward modeling methods such as FDTD.
Consequently V2 can be applied to RTM in a straightforward
manner. Comparisons of migration imaging results are shown
in Figs. 3–5. Need to be noted that the result amplitude de-
rived from KM and RTM appears to be different due to different
migration mechanisms, for easier observation all Figs. 3–5 are
normalized based on their amplitude on the artificially blooded
area.
Fig. 3(a) and Fig. 4(a) are results derived by KM and RTM

using the “bare brain” model V1. When compared with the
distribution of initial acoustic pressure of the original model
[Fig. 3(b) or Fig. 4(b)] we can clearly observe two kinds of
imaging artifacts. First, the area with higher initial pressure at
the left cerebral hemisphere, which is set up artificially in an
elliptical-shape, is seriously enlarged by KM [Fig. 3(a)] and
falsely elongated along the major axis of the ellipse by RTM

Fig. 3. Comparison among KM results. (a) Results using velocity model V1.
(b) Initial acoustic pressure of the original model. (c) KM result using velocity
model V2.

Fig. 4. Comparison among RTM results. (a) Results using velocity model V1.
(b) Initial acoustic pressure of the original model. (c) RTM result using velocity
model V2.

Fig. 5. Comparison among KM results. (a) Results using velocity model V2.
(b) Initial acoustic pressure of the original model. (c) RTM result using velocity
model V2.

[Fig. 4(a)]. Second, delicate features such as the gyrus, located
in the outer part of the brain, and the gap which separates the left
and right cerebral hemispheres in our model are totally blurred
in both results when using velocity model V1. In contrast, from
Fig. 3(c) and Fig. 4(c), which are results based on velocitymodel
V2 with the skull’s velocity included, these two misfits are sub-
stantially reduced. From all of these comparisons we can see
that exclusion of the skull leads to severe error and distortion in
migration imaging for both KM and RTM.
To further examine the differences between KM and RTM,

we reorganized the results using KM, RTM, along with the orig-
inal velocity model V2 as shown in Fig. 5. From it we can see
that although both KM and RTM can transform most of the
wave field back to its original location correctly, there are ob-
vious differences in imaging quality between the two methods.
Compared with the original model shown in Fig. 5(b), the de-
tail features are blurred in KM result [Fig. 5(a)] but appear to be
clean and sharp in RTM result [Fig. 5(c)]. These visual differ-
ences can be further amplified through 1-D comparison along
the x-direction along the horizontal white dashed line shown
in Fig. 5 chosen to cross the brain’s left boundary, artificially
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Fig. 6. Cross-sections along the white dashed-line shown in [Fig. 5(a)–(c)],
which passes brain’s left boundary, artificially blooded area, interhemispheric
fissure, and the right boundary. The dotted–broken line, dotted line, and solid
line show the original model [Fig. 5(b)], the results by KM [Fig. 5(a)], and RTM
[Fig. 5(c)] using the model V2.

blooded area, interhemispheric fissure, and right boundary. The
source amplitudes along this profile for KM, RTM, and the orig-
inal model are shown in Fig. 6. It is obvious that the result of
RTM is far more superior than that of KM. Compared with the
KM result (the dotted line), result of RTM (the solid line) has
larger variance for depicting structures such as interhemispheric
fissure around 12.50 cm as well as the boundaries of the artifi-
cially blooded area around 7.5 and 10 cm. These differences
can also be clearly observed on brain boundaries around 5 and
20 cm, where the amplitude from RTM decays as sharp as the
original model, but KM’s result is obviously incorrect and decay
much slower outside of the brain.

II. APPLICATIONS OF KM AND RTM ALGORITHMS
TO LABORATORY DATA

The KM and RTM algorithms were also tested by using the
laboratory data acquired by XW06. In their experiment, the
monkey’s head was decapitated and fixed by a clamp and com-
pletely immersed in mineral oil. During TAT detection, a 3-GHz
microwave generator transmits microwave pulses at a
repetition rate of 20 Hz is applied as a single stimulating source.
Microwave energy is delivered by an an-
tenna with a cross section that gradually changes from

to . Therefore, the energy flux is
on the order of at the exit of the antenna. After
the specimen was stimulated, the derived acoustic wave field
was recorded by a transducer with a 1 MHz central frequency
and about 0.8 MHz bandwidth. The transducer was positioned
from 6–14 cm to the center of the monkey’s head, and the sam-
pling frequency was 20 MHz. During the experiment, the clamp
fixing the monkey’s head was mounted on a rotary table driven
by a stepper motor with a step size of 2.25 . Accordingly in
this laboratory application, the outgoing acoustic wave was ob-
served by 160 receivers surrounding the head in a 2-D circle.
With data processing performed through the procedure of [35]
for high frequency enhancement, only the segment with a spec-
trum of 0.3–1 MHz of the observed data was picked up and en-
hanced for imaging by KM and RTM. We applied the estimated
average acoustic velocity to both image approaches, since any

Fig. 7. (a) Diagram showing a monkey head with three inserted needles from
XW06. (b) TAT result derived by KM. (c) TAT result derived by RTM. (d) Line
plot along the white dashed line at 4.5 cm of (b).

velocity information on velocity distribution of earlier experi-
ment in XW06 was unknown, which may introduce some error
and reduce the image quality.
Fig. 7 shows the results based on a dataset collected from a

one-month-old monkey head with a skull thickness of less than
1 mm. The region shown is 53 mm 51 mm along the coronal
cross section. From the experiment of XW06, three steel needles
with diameters of 0.9 mm were inserted in the approximate lo-
cations as shown in Fig. 7(a) (XW06). The results derived from
KM [Fig. 7(b)] and RTM [Fig. 7(c)] are shown side-by-side
for comparison. Both imaging algorithms show the three nee-
dles, and the black dot located at the center is believed to be an
air bubble introduced by inserting the needles (XW06). Com-
pared with the result derived from KM, the result from RTM
appears to be less distorted for needle B and with sharper edges
on needle A. Meanwhile, KM provides less visibility for needle
C than RTM. From the plots along the x cross-section shown in
Fig. 7(d), although both needle A and B can be detected by using
KM and RTM, the KM image is much nosier. The existence of
this noise causes seriously reduction of signal noise ratio and
fussy in whole image by KM.
From the experiment using another specimen in XW06, the

brain of a seven-month-old monkey was scanned along the
coronal cross section through the intact 2-mm-thick skull. The
imaging results derived by KM and RTM are shown sepa-
rately as Fig. 8(a) and (b). In these results several important
anatomical features can be identified and used to assess image
quality. First, a straight line which starts from the top of brain
and goes to right side can be observed from the results of both
RTM and KM. This line is suspected to be the superior sagittal
sinus. Meanwhile, both results show a horizontal line at the
center, which should be the gap between the middle brain and
cerebellum. However, due to the thick skull and technical limi-
tations of the coarsely estimated average acoustic velocity for
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Fig. 8. TAT images derived by different approaches. (a) Result from KM and
(b) RTM.

TAT reconstruction, neither of these two methods can provide
satisfying image quality.

III. DISCUSSION

It is clear that RTM is superior to KM in terms of imaging
quality and higher signal to noise ratio.
Compared with KM, which makes a high-frequency approx-

imation of wave propagation into rays that extract merely the
kinematic features of the wave field, RTM bases its entire al-
gorithm on solving a full-wave equation, without substantial
approximation, and holds the original dynamic features of the
wave field intact. The handle of velocity heterogeneity is funda-
mentally intrinsic. Usually, adapting ray tracing in KM is time
consuming and has a limited improvement on image quality.
By applying our ray-tracing method with only wave front dis-
tortion correction, as shown in Fig. 3(c), even with the skull’s
velocity included, most image patterns of the gyrus are not com-
pletely transformed back to their correct positions by KM; and
the elliptical-shaped blood clot is still falsely enlarged, as shown
in the cross-section in the x-direction (Fig. 6), in comparison
with the original initial distribution of the acoustic amplitude
[Fig. 3(b)]. Possibly this misfit could be reduced by applying
more advanced ray tracing techniques [12], [36], which correct
both wave front distortion and ray bending, however by solving
Eikonal equation along the ray path, the associated high compu-
tational intensity might make the usage of KM uneconomical.
Unlike KM, the quality of RTM’s results is independent of the
complexity of the velocity model. This feature makes the wave
propagation in the domain highly accurate compared with using
ray-tracing. As Fig. 4(c) shows, RTM is able to recover almost
all features of the brain to their original potion when the skull’s
velocity is included.
RTM can recover a complex structure’s boundary sharply.

This has been reported by [18], [26] and is proved by our re-
sults in Fig. 4. When both velocity models V1 and V2 are used
in RTM, the boundaries of tiny features can be clearly seen.
Especially, even though obvious distortions exist in the result
using V1 [Fig. 4(a)], with the exclusion of the skull, all features
are still relatively un-blurred in comparison with the KM re-
sults [Fig. 3(a)]. By comparison, looking at the cross-section in
Fig. 6, the sharp edges of brain are well recovered by RTM but

seriously smeared by KM. Further, in Fig. 7 when the skull-ex-
cluded model is applied, the contour of Needle C is well recov-
ered by RTM but not by KM.
Nevertheless, it is noteworthy that the image quality of RTM

is still limited by the precision of the velocity model. Conse-
quently, in future work the key to capitalizing on the benefit of
RTM is to build better velocity models before applying migra-
tion. The improvement of the velocity model can be achieved
by, for example, direct measurement such as ultrasonic trans-
mission tomography [37], or an iterative migration procedure
[22]. Improvements may also result from other leading-edge ap-
proaches, such as compressive sensing tomography [38].

IV. CONCLUSION

In this paper, we have compared KM and RTM for transcra-
nial TAT imaging. Compared with KM, RTM offers better per-
formance with regard to velocity variance, imaging quality, and
noise suppression caused by spatial aliasing. RTM’s imaging
quality is restricted by the accuracy of the input velocity model,
so that the improvement of velocity model is the key for fu-
ture work. RTM is a feasible approach for achieving transcra-
nial TAT imaging with high quality and accuracy.
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