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A method for improving the accuracy of the optical diffusion theory for a multilayer scattering medium
is presented. An infinitesimally narrow incident light beam is replaced by multiple isotropic point sources
of different strengths that are placed in the scattering medium along the incident beam. The multiple
sources are then used to develop a multilayer diffusion theory. Diffuse reflectance is then computed using
the multilayer diffusion theory and compared with accurate data computed by the Monte Carlo method.
This multisource method is found to be significantly more accurate than the previous single-source
method. © 2007 Optical Society of America
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1. Introduction

It is well established that the optical properties of
biological tissue can reveal underlying physiological
parameters [1]. For example, dermatologists have ac-
knowledged the importance of optical absorption in
analyzing skin lesions by including color in the ABCD
method for skin cancer diagnosis [2]. Garcia-Uribe
et al. [3] have shown that quantitatively determining
these properties can lead to successful classification
of cancerous basal and squamous cell carcinomas
from suspicious lesions identified by dermatologists.
Knowledge of optical properties is also useful in ther-
apeutic procedures, such as port wine stain and tat-
too removals.

Several authors have used the diffusion approxi-
mation to the radiative transport equation to deter-
mine the optical properties of tissue. Farrell et al. [4]
developed a model that predicts light diffuse reflec-
tance from tissue due to a normally incident, infini-
tesimally narrow light beam. Initially, tissue was
approximated as a semi-infinite homogeneous turbid

medium. However, many tissues, such as skin, can-
not be described accurately this way due to their
layered structure since a homogeneous model aver-
ages the contribution of each layer’s optical proper-
ties to the diffuse signal. Farrell et al. [5] have shown
that tissue cannot be modeled as a single homoge-
neous layer if the optical properties vary greatly be-
tween the layers. Progress has been made toward
developing an accurate, multilayer diffusion model.
Kienle et al. [6] developed a solution to the diffusion
equation for a two-layer turbid medium by replacing
a normally incident, infinitesimally narrow light
source with an equivalent isotropic point source
within the first layer of the medium. However, plac-
ing an isotropic point source within the first layer
requires the layer boundary to be greater than one
transport mean-free path deep. Next, we will illus-
trate the shortcomings of this approach and propose
an improvement that allows for an equivalent isotro-
pic point source inside each layer.

Below, a method for improving the accuracy of the
optical diffusion theory for a multilayer scattering
medium is presented. The new method will be veri-
fied utilizing Monte Carlo simulations.
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2. Theory

A. Geometry

The problem of interest has an infinitesimally nar-
row, collimated light beam that is incident perpen-
dicularly on the surface of a two-layer scattering
medium (Fig. 1). The coordinate system is set up so
that the origin is located at the point of incidence; its
z axis points down. The incident beam is replaced by
an equivalent isotropic point source in each layer of
the turbid medium (to be discussed next). The ambi-
ent and turbid media are assumed to have matched
indices of reflection.

B. Semi-Infinite Medium

Light transport through tissue can be described us-
ing the absorption coefficient ��a�, the scattering
coefficient ��s�, and the anisotropy factor (g). The co-
efficients, �a and �s, describe the probabilities of ab-
sorption and scattering per unit infinitesimal length,
respectively. The anisotropy factor, g, is the cosine of
the average scattering polar angle. Most biological tis-
sue is highly forward scattering �g � 0.8�. The scat-
tering coefficient of the medium can be replaced by an
equivalent transport or reduced scattering coefficient
given as �s� � �s�1 � g� in the diffusive regime [4,7].

In general, tissue has a high reduced scattering
coefficient and a low absorption coefficient, which
means a photon is likely to undergo many scatter-
ing events before absorption or reemission. For this
reason, the diffusion approximation to the radiative
transport equation has commonly been adopted.

Another approximation states that the diffuse re-
flectance from an infinitesimally narrow, collimated
beam incident on the surface of a turbid medium
can be represented by that from an equivalent iso-
tropic point source buried within the medium. The
diffusion equation for a semi-infinite homogeneous
medium is

�2��x, y, z� �
�a

D ��x, y, z� � �
w
D ��x, y, z � z0�,

(1)

where � is the fluence rate, w is the strength of the
equivalent point source, and D � �3��s� � �a���1 is the
diffusion constant. The Dirac delta function located
at z0 is the position of the equivalent point source
within the medium.

The location and strength of the equivalent point
source is given by the optical properties of the me-
dium. A photon that enters the medium along the z
direction will have an exponentially decaying proba-
bility of progressing to depth z before being either
scattered or absorbed. Each first interaction site in
the equivalent isotropically scattering medium pro-
duces an isotropic point source with a strength equal
to the transport scattering albedo, given by a� �
�s����a � �s��. A single isotropic source is estimated
by the probability-weighted mean of the positions of
the first interactions in the equivalent medium. For a
semi-infinite medium the position is given by the
transport mean-free path

Lt� �
1

�t�
, (2)

where �t� is the transport interaction coefficient, de-
fined as �t� � �a � �s�. The strength of the equivalent
source is equal to a�. The accuracy of the diffusion
equation is limited to a region of “far diffuse reflec-
tance,” [8] generally considered to be greater than one
or two transport mean-free paths away from the
source, depending on the desired accuracy [4,8,9].

C. Two-Layer Medium

For a two-layer turbid medium, Fig. 1, each layer has
independent reduced scattering and absorption coef-
ficients. The thickness of the first layer is L. The
boundary between the turbid and the ambient media
is treated with the extrapolated boundary condition
[4]. We model the fluence rate in the medium and the
diffuse reflectance by placing an equivalent source in
each layer. These equivalent sources, rather than the
incident collimated beam, are used for further com-
putation.

The diffusion equation for a two-layer medium is
given as

�2�i�x, y, z� �
�ai

Di
�i�x, y, z� �

�wi

Di
��x, y, z � zi�,

i � 1, 2 (3)

where zi corresponds to the isotropic point source
position in the ith layer. The equivalent source posi-
tions are given by the probability-weighted mean of
the first-scattering locations along the z axis within

Fig. 1. Positions of isotropic point sources in a two-layer medium.
The first layer has a thickness of L.
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each layer:

z1 �

�
0

L

z exp���t1�z�dz

�
0

L

exp���t1�z�dz

�
1 � ��t1�L � 1�exp���t1�L�

�t1��1 � exp���t1�L��
,

z2 �

�
L

	

z exp���t1�L � �t2��z � L��dz

�
L

	

exp���t1�L � �t2��z � L��dz

� L �
1

�t2�
. (4)

Each equivalent source is given a strength (or weight-
ing):

w1�z� � �s1��
0

L

exp���t1�z�dz � a1��1 � exp���t1�L��,

w2�z� � �s2��
L

	

exp���t1�L � �t2��z � L��dz

� a2�exp���t1�L�. (5)

These equations are reduced to the semi-infinite case
by setting L to zero or infinity.

As mentioned above, a two-layer model for light
propagation through tissue was previously devel-
oped. This model utilizes a single, equivalent, and
isotropic point source with a strength and location
based on the first layer’s optical properties [6]. This
method would fail when the first interaction sites in
the second layer cannot be neglected.

D. Solution

The solution of the two-layer diffusion equations is
given below. The first step in solving Eq. (3) is to take
two-dimensional Fourier transformation in the x–y

space:


2


z2 �i�z, sa, sb� � �i
2�i�z, sa, sb� � �

wi

Di
��z � zi�,

i � 1, 2, (6)

where sa and sb denote spatial-frequency dummy
variables and �i denotes the Fourier transform of �i.
We can take advantage of the radial homogeneity by
saying that s2 � sa

2 � sb
2 and by introducing variable

�i
2 � �Dis

2 � �ai��Di � s2 � �eff_i
2, where the effective

attenuation coefficient �eff_i � ��ai�Di.
To solve Eq. (6) we use the extrapolated boundary

condition to deal with the interface between the am-
bient and the scattering media [10]. This gives us a
plane at position z � �zb, where the fluence rate is
approximately zero, i.e.,

�1��zb, s� � 0, (7)

where zb � 2D1 for a refractive-index matched
boundary. Since the second layer is infinitely deep,
we have

�2��	, s� � 0. (8)

Assuming a uniform index of refraction in the
tissue, we have the following continuity of flu-
ence rate and flux at the boundary between the
layers:

�1�L, s�
�2�L, s�

� 1, (9)

D1


�1�z, s�

z �

z�L
� D2


�2�z, s�

z �

z�L
. (10)

Solving the differential equations with the boundary
conditions above, we obtain

�1�z, s� � w1�2�1D1








 ��2D2 � �1D1�
��2D2 � �1D1�exp��1�z � 2L � 2zb � z1�� � ��1D1 � �2D2�exp��1�z � z1��

� exp���1�z � z1��

�
��1D1 � �2D2�

��1D1 � �2D2�exp��1�z � z1 � 2zb�� � ��1D1 � �2D2�exp��1�z � z1 � 2L��

�
��1D1 � �2D2�

��1D1 � �2D2�exp��1�2L � z1 � z�� � ��1D1 � �2D2�exp���1�z � z1 � 2zb��

�
��2D2 � �1D1�

��1D1 � �2D2�exp��1�z1 � 2zb � 2L � z�� � ��1D1 � �2D2�exp��1�z1 � z�� 





�
w2 exp���2�z2 � L��sinh��1�zb � z��

�2D2 sinh��1�zb � L�� � �1D1 cosh��1�zb � L��
,

, z � L, (11)
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To solve for the fluence rate, we must use the fol-
lowing inverse two-dimensional Fourier transforma-
tion of �i:

�i�x, y, z� �
1

4�2 �
�	

	 �
�	

	

�i�z, s�


 exp��i�sax � sby��dsadsb. (13)

From the radial symmetry, we obtain the following
equation in cylindrical coordinates:

�i��, z� �
1

2� �
0

	

s�i�z, s�J0�s��ds, (14)

where J0 is the Bessel function of the first kind of the
zeroth order, and �2 � x2 � y2. This integration is
solved numerically using Simpson’s integration for-
mula [11]. The fluence rate is then used to solve for
the spatially resolved diffuse reflectance as follows:

R��� �
1
4 �1��, z � 0� �

1
2 D1


�1��, z�

z �

z�0
. (15)

3. Simulation

The above solution to the two-layer diffusion equa-
tion is programmed and verified with Monte Carlo
simulation results, which are used as a “gold” stan-
dard [12,13]. The reflectance was simulated for radial
distances up to 1 cm from the incident photon beam.
For each simulation 10 
 106 photons were traced.

Both the single-source and the double-source ap-
proximations are tested for a two-layer medium with
a first-layer thickness greater than one transport
mean-free path �L � 1��t1��. In other words, the first
layer is optically thick. In this case, we can test the
single-source solution against the two-source solu-
tion. The parameters used are �s1 � 90 cm�1, �a1 �
0.02 cm�1, �s2 � 110 cm�1, �a2 � 0.1 cm�1, g � 0.9,
and L � 0.12 cm. The index of refraction is matched
across the two layers and ambient medium.

Figure 2(a) shows the diffuse reflectance for dis-
tances up to 1 cm from the source. We see good agree-
ment between the Monte Carlo results and both
diffusion models. However, if we compare the relative
error between the diffusion models and the Monte
Carlo method Fig. 2(b), we see that the two-source

model has a smaller relative error than the single-
source model.

The reduced scattering coefficient is derived utiliz-
ing the similarity relation between scattering in an
anisotropic medium and scattering in an isotropic
medium [7]. The relationship is central to the deri-
vation of the two-layer diffusion equation. To test the
validity of the diffusion equation for two layers, the
Monte Carlo simulations were programmed for g �
0.5 and g � 0. The reduced scattering and absorption

�2�z, s� �
��2D2w1 exp���1�L � z1�� � �1D1w2 exp���2�z2 � L���

2��2D2 tanh��1�zb � L�� � �1D1�
exp���2�z � L��

�2D2

�
�w2 exp���2�z2 � L�� � w1 exp���1�L � z1���sinh��1�L � zb�� � w1 exp���1�zb � z1��

2��2D2 sinh��1�zb � L�� � �1D1 cosh��1�zb � L���


 exp���2�z � L�� �
w2 exp���2�z2 � z��

2�2D2
, z � L. (12)

Fig. 2. (a) Comparison of diffuse reflectance calculated with
single-source (dotted line), double-source approximations (solid
line) and with the Monte Carlo method (circles). (b) Absolute value
of the relative error for the single-source (dotted line) and double-
source (solid line) diffusion approximations.
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coefficients were kept the same as above for each
layer. The scattering coefficients were solved for as
follows:

�si �
�si�

1 � gi

, (16)

where the subscript i refers to either layer 1 or 2.
The absolute value of the error between the two

diffusion solutions and the Monte Carlo results for
g � 0.5 are shown in Fig. 3(a). The relative error for
the two-source solution falls below 2% for distances
greater than 2 mm. The single-source solution trends
toward 6% error at large distances.

Figure 3(b) shows the relative error between the
two diffusion solutions and the Monte Carlo results
for g � 0. The two-source solution falls below 10%
error for distances greater than 0.5 cm. However, the

single-source solution appears to trend above a rela-
tive error of 10% for up to 1 cm.

The next simulation was created to test the validity
of the two-source diffusion equation with a top layer
thickness of less than one transport mean-free path
�L � 1��t1��. In other words, the first layer is consid-
ered optically thin. In this case, the single-source
model is not applicable but the two-source model still
applies since it is not limited by the thickness of the
first layer as is the single-source model. The param-
eters utilized for the two-layer Monte Carlo simula-
tion are �s1 � 110 cm�1, �a1 � 0.06 cm�1, �s2 �
90 cm�1, �a2 � 0.1 cm�1, g � 0.9, and L � 0.06 cm.
As above, the index of refraction is matched across
the two layers and ambient medium. The results in
Fig. 4(a) show that the two-source solution closely
follows the Monte Carlo results.

The necessity of utilizing a multiple-layer diffusion
model is not clear when the first layer of a two-layer

Fig. 3. (a) Absolute value of the relative error for the single-
source (dotted line) and double-source (solid line) diffusion approx-
imations for g � 0.5. (b) Absolute value of the relative error for the
single-source (dotted line) and double-source (solid line) diffusion
approximations for g � 0. The reduced scattering and absorption
coefficients are the same as those used for Fig. 2.

Fig. 4. (a) Comparison of diffuse reflectance calculated with the
double-source approximation (solid line) and with the Monte Carlo
method (circles). The first layer is optically thin. (b) Relative error
for the double-source diffusion approximation (line) and the semi-
infinite diffusion equation solution utilizing the optical properties
of the second layer (dots).
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medium is optically thin. This is because the first
layer may not have a large effect on the reflected
light. To test the utility of the two-source equation for
an optically thin layer, the diffusion solution for a
semi-infinite homogeneous medium was also solved
for utilizing the optical properties of the second layer.
The effect of the first layer on the reflectance is
ignored. The optical properties are �s � 90 cm�1, �a

� 0.1 cm�1, and g � 0.9. Figure 4(b) shows that the
two-source solution has a relative error of less than
4% after 1 mm while the semi-infinite solution has a
maximum error of 16% at 2 mm. It is not clear if the
semi-infinite solution will converge to the Monte
Carlo results if the distances were extended beyond
1 cm.

4. Conclusions

We have introduced a new method for solving for
the diffuse reflectance from a multilayer turbid me-
dium. Our study indicates that the fluence rate inside
a multilayer turbid medium can best be modeled by
multiple, equivalent, and isotropic point sources.
Based on the validations with Monte Carlo simula-
tions, the two-source approximation performs better
than the single-source approximation. The two-source
approximation is also accurate for an optically thin
first layer, whereas the single-source solution cannot
be applied. It can be shown from Eq. (5) that, as the
thickness of layer 1 approaches zero, so does the
strength of the source embedded within its medium.
Conversely, as the thickness of layer 1 grows toward
infinity, the strength of the source embedded within
the second layer also approaches zero. Therefore, we
can see that the two-source solution is valid for any
thickness of layer 1. By removing this dependency, we
have created a much more robust solution for the dif-
fusion equation for a two-layer turbid medium. The
improved accuracy from utilizing the two-source diffu-
sion solution for an optically thin first layer is illus-
trated in Fig. 4. The solution can be extended to more
than two layers.

We thank A. Garcia-Uribe for checking the deriva-
tions. This work was supported by the National In-
stitutes of Health grant R01 CA106728.
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