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Abstract

In this paper, we introduce a new efficient stochastic simulation method, AIMS-OPT, for approximating the set of globally optimal solutions when solving optimization problems such as optimal performance-based design problems. This method is based on Asymptotically Independent Markov Sampling (AIMS), a recently developed advanced simulation scheme originally proposed for Bayesian inference. This scheme combines importance sampling, Markov chain Monte Carlo simulation and annealing for efficient sampling from an arbitrary target distribution over a multi-dimensional space. Instead of a single approximation of the optimal solution, AIMS-OPT produces a set of nearly optimal solutions where the accuracy of the near-optimality is controlled by the user. Having a set of nearly optimal system designs, for example, can be advantageous in many practical cases such as when there exists a whole set of optimal designs or in multi-objective optimization where there is a Pareto optimal set. AIMS-OPT is also useful for efficient exploration of the global sensitivity of the objective function to the design parameters. The efficiency of AIMS-OPT is demonstrated with several examples which have different topologies of the optimal solution sets. Comparison is made with the results of applying Simulated Annealing, a well-known stochastic optimization algorithm, to the three two-dimensional problems.

1. Introduction

The ultimate goal of engineering is to design technological systems that satisfy specified performance objectives and constraints over a certain period of time. Usually there are many feasible designs that satisfy the specifications and it is desirable to choose an optimal one according to some criterion such as minimizing life-cycle cost.

Consider the general problem of optimal system design under uncertainty. Suppose that various possibilities for the design of a system are defined by some controllable design parameters $\phi \in \Phi \subset \mathbb{R}^N$, where $\Phi$ denotes the bounded space of possible designs. Assume that a single model class $[4,5]$ is chosen to represent the uncertain system behavior and its uncertain future excitation, where each probability model in the class is specified by the model parameters $\theta \in \Theta \subset \mathbb{R}^M$. Since there is uncertainty in which model best describes the real system behavior, a probability density function $\pi(\theta|\phi)$, which incorporates available knowledge about the system, is assigned to the model parameters. The selection of $\pi(\theta|\phi)$ should be based on the prior information about the system behavior that may come from the underlying physical theory, past experimental data, observation of similar systems, and expert opinion.

The principle of maximum entropy, introduced by Jaynes [15], provides a rational approach for the specification of prior distributions. This principle states that the prior distribution $\pi(\theta|\phi)$ which should be taken to represent the prior state of knowledge is the one that gives the largest measure of uncertainty (largest Shannon entropy) about the values of the model parameters $\theta$, subject to desired specified constraints. Furthermore, if new data $D$ become available about the behavior of the real system, then this additional information can be used for updating the prior distribution $\pi(\theta|\phi)$ using Bayes’ theorem to get the posterior distribution $\pi(\theta|\phi, D)$ [4].

Let $h: \mathbb{R}^N \times \mathbb{R}^M \rightarrow \mathbb{R}$ denote the performance measure of the system, e.g., a utility or loss function. In performance-based design optimization (PBDO), the goal is then to find the optimal design $\phi^*$ that minimizes (maximizes) the expected loss (utility) function

$$
\mathcal{H}(\phi) = \mathbb{E}[h(\phi, \theta)] = \int_{\Theta} h(\phi, \theta) \pi(\theta|\phi) d\theta,
$$

where $\mathbb{E}[\cdot]$ denotes the expectation with respect to the distribution $\pi(\theta|\phi)$ for $\theta$. For example, in reliability-based design optimization (RBDO) [9,10,34,16,17], the performance measure is $h(\phi, \theta) = I_f(\phi, \theta)$, where $I_f(\phi, \theta)$ is the indicator function of the failure domain $F \subset \mathbb{R}^N \times \mathbb{R}^M$; $I_f(\phi, \theta) = 1$ if the system model corresponding to $\theta$ and $\phi$ fails (i.e., the model output is not acceptable according to the performance criteria) and $I_f(\phi, \theta) = 0$ otherwise. In this case,
the objective function for minimization is the probability of failure, i.e., \( \mathcal{H}(\varphi) = P(F|\varphi) \).

The performance will depend on the input (excitation) to the system which may be specified either deterministically or probabilistically by, for example, a stochastic process; in the latter case, this will introduce additional uncertain parameters and for brevity in notation, we include them in the model parameters \( \theta \). Also, from now on, we assume for definiteness that the performance measure is interpreted as a loss function, i.e., lower values of \( h(\varphi, \theta) \) correspond to better performance. The performance-based design optimization problem takes then the following form for the set of optimal designs:

\[
\Phi^* = \{ \varphi^* \} = \arg \min_{\varphi \in \Theta} E_{\xi} [h(\varphi, \theta)] = \min_{\varphi \in \Theta} \mathcal{H}(\varphi).
\]

The optimization problem (2) arises in diverse applications, not only optimal system design under uncertainty. For example, it arises in the context of decision making under uncertainty where an optimal action is to be selected from a set of possibilities by minimizing the expected loss, then it is often referred to as a stochastic optimization problem or stochastic programming problem. Problem (2) also arises in deterministic optimal design where uncertainties are ignored.

For optimal design under uncertainty, the integral in (1) must be evaluated. For complex systems, this integral can rarely be calculated analytically. Moreover, the dimension \( N_0 \) of the model parameter space \( \Theta \) is typically very large so the usual numerical quadrature methods are not computationally feasible for evaluating (1). Thus, the objective function \( \mathcal{H}(\varphi) \) can be estimated only by stochastic simulation techniques. Unavailability of the exact form of the objective function means, in particular, that no analytical properties of \( \mathcal{H}(\varphi) \)—such as convexity, boundedness, smoothness—are typically known. In this case, stochastic rather than deterministic optimization methods are preferable.

Solving the optimization problem (2) involves finding the global minimum of \( \mathcal{H}(\varphi) \) which is well-known to be very challenging, especially when there may be multiple optimal solutions. Various global optimization algorithms have been devised, including Genetic Algorithm [14], Simulated Annealing [21], Particle Swarm Optimization [8,20], Ant Colony Optimization [27], Generalized Trajectory Methods [38], Annealing Evolutionary Stochastic Approximation Monte Carlo [24], etc. A survey of computational methods in optimization under uncertainties is given in [32].

In this paper, we introduce a new efficient stochastic simulation method for solving the optimization problem (2) that can handle multiple optimal solutions and that was motivated by optimal performance-based design under uncertainty, although it can handle general objective functions \( \mathcal{H}(\varphi) \), including those that are specified deterministically. This method is based on Asymptotically Inde-

pendent Markov Sampling (AIMS), a recently developed advanced simulation scheme originally proposed for Bayesian inference [6]. Instead of a single approximation \( \varphi \approx \varphi^* \), the new method, denoted AIMS-OPT, produces a set \( \{ \varphi_1, \ldots, \varphi_N \} \) of nearly optimal solutions in the same spirit as Stochastic Subset Optimization [34,35]. Having a set of nearly optimal solutions can be advantageous in many practical situations. First, the solution of problem (2) may not be unique, i.e., there may exist a finite or infinite set \( \Phi^* \subset \Phi \) of solutions, then optimization methods that produce only a single point estimate \( \varphi \approx \varphi^* \) would not provide a complete picture of the optimal solution set \( \Phi^* \). Furthermore, there may be a set of nearly optimal solutions in \( \Phi \) whose objective function values differ by an inconsequential amount from the minimum value \( \mathcal{H}(\varphi^*) \), \( \varphi^* \in \Phi^* \), that may be of interest for reasons not quantified by the objective function \( \mathcal{H}(\varphi) \).

AIMS-OPT generates a set of nearly optimal solutions \( \{ \varphi_1, \ldots, \varphi_N \} \subset \Phi^* \) approximately uniformly distributed over a neigh-

borhood \( \Phi^* \) of the optimal solution set, \( \Phi^* \subset \Phi^* \), where \( T \) is a user-

specified parameter controlling the size of \( \Phi^* \) (\( \lim_{T \to \infty} \Phi^* = \Phi^* \)), and therefore defines the meaning of "nearly optimal". AIMS-OPT is also useful for efficient exploration of the global sensitivity of the objective function to the parameters \( \varphi \): at each stage \( k \), the algorithm generates a set \( \{ \varphi_1(\varphi), \ldots, \varphi_N(\varphi) \} \subset \Phi^* \) that converges to the set of optimal solutions as \( k \to \infty \): \( \varphi = \varphi^*_1 \to \varphi^*_2 \to \cdots \to \varphi^*_n \to \cdots \to \Phi^* \). The efficiency of AIMS-OPT depends on the desired accuracy of estimation of the objective function \( \mathcal{H}(\varphi) \) when it is not directly available. This accuracy can be reduced to improve computational efficiency but at the expense of not being able to get a set of nearly optimal solutions clustered close to \( \Phi^* \) (i.e., \( T \) cannot be made too small).

We note that having a set of nearly optimal designs with respect to a performance-based design objective function \( \mathcal{H}(\varphi) \) is very useful in multi-objective optimization (or "pareto optimization"), especially when it is difficult to mathematically define what it means for a design to be optimal with respect to other objectives. The latter often happens when difficult-to-formalize qualities are under consideration such as "beauty" or "artistic".
the objective function can be written as an expectation with respect to \( v(\theta) \) as follows:

\[
\mathcal{H}(\phi) = \int_{\Theta} \frac{h(\phi, \theta)\pi(\theta|\phi)}{v(\theta)} \, v(\theta) \, d\theta = E_v \left[ \frac{h(\phi, \theta)\pi(\theta|\phi)}{v(\theta)} \right].
\]

(4)

Therefore, if \( \theta_1, \ldots, \theta_n \) are samples from \( v(\theta) \), then \( \mathcal{H}(\phi) \) can be estimated by

\[
\mathcal{H}_n(\phi) = \frac{1}{n} \sum_{i=1}^{n} \frac{h(\phi, \theta_i)\pi(\theta_i|\phi)}{\sum_{j=1}^{n} \delta_j} \approx \mathcal{H}(\phi),
\]

(5)

where \( \delta_j = \pi(\theta_j|\phi)\pi(\theta_j) \) is the importance weight of the \( j \)th sample. The estimator \( \mathcal{H}_n(\phi) \) converges almost surely as \( N \to \infty \) to \( \mathcal{H}(\phi) \) by the Strong Law of Large Numbers for any choice of distribution \( v(\theta) \), provided \( \sup \{ \pi \} \subseteq \sup \{ v \} \). Note that in the single-sample method, the same samples \( \theta_1, \ldots, \theta_n \sim v(\theta) \) are used for estimation of \( \mathcal{H}(\phi) \) for different values of \( \phi \).

Remark 1. Note that “many (single) samples method” is related to the concept of “interior (exterior)” sampling that is also used for stochastic optimization problems [31,33], with the only difference stemming from the fact that the distribution \( v(\theta|\phi) \) is assumed to be independent on \( \phi \).

In terms of computational cost, the single-sample method and the many-samples method are equivalent: both need \( N \times n \) performance measure evaluations for estimation of \( n \) different values of \( \mathcal{H}(\phi_j), j = 1, \ldots, n \). The main advantage of the single-sample method is that it produces smooth estimates of \( \mathcal{H}(\phi) \) if \( h(\phi, \theta) \) is sufficiently smooth in \( \phi \). Note, however, that this property is not important for AIMS-OPT. On the other hand, the single-sample method can be very inefficient and produce extremely poor estimates when the importance sampling density (ISD) \( v(\theta|\phi) \) is chosen without considerable care. Note that the convergence of \( \mathcal{H}_n(\phi) \) to \( \mathcal{H}(\phi) \) is only theoretical: it may require an enormous number of simulations \( N \) to produce an accurate estimate of \( \mathcal{H}(\phi) \). It has been recognized by many researchers that, in general, construction of a good importance sampling density in high dimensions is a very challenging problem [26,3,19]. For importance sampling to work efficiently, the estimator in (5) must have low variance so \( v \) must be a good approximation of the integrand in (1). However, this integrand may depend sensitively on the parameters \( \phi \) so that it is impossible to find \( v(\theta) \) that is a good approximation of the integrand for all \( \phi \in \Theta \). This limits the applicability of the single-sample method in the context of the optimal performance-based design problem. For applying AIMS-OPT we adopt the many-samples method for evaluation of the objective function \( \mathcal{H}(\phi) \) of the form in (1).

Remark 2. Using a different approach to the single-sample and many-samples methods, Tallanisid and Beck [34,35] have introduced a very efficient stochastic optimization method called Stochastic Subset Optimization that uses stochastic simulation to produce a nested sequence of decreasing subsets of near-optimal solutions without explicitly evaluating the objective function in (1).

3. MCMC sampling

Markov chain Monte Carlo (MCMC), a family of stochastic simulation algorithms for sampling from arbitrary probability distributions, lies at the heart of AIMS-OPT. These algorithms are based on constructing a Markov chain whose state probability distribution converges to any desired target distribution as its stationary distribution. MCMC sampling originated in statistical physics, and now is widely used for solving problems in statistics and optimization [29,26,30].

The Metropolis–Hastings algorithm [28,13], the most popular MCMC technique, works as follows. Suppose we want to generate samples from a probability distribution \( p(\phi) \) on \( \Phi \). Let \( q(\phi|\theta) \) be a distribution for \( \phi \in \Phi \), which may or may not depend on \( \phi \in \Theta \). Assume that \( q(\phi|\theta) \) is easy to sample from and it is either computable (up to a multiplicative constant) or symmetric, i.e., \( q(\phi|\theta) = q(\theta|\phi) \).

The sampling distribution \( q(\phi|\theta) \) is called the proposal distribution. Starting from essentially any \( \phi_0 \in \Phi \), the Metropolis–Hastings algorithm proceeds by iterating the following two steps.

1. Generate a candidate state \( \phi \) from the proposal density \( q(\phi|\theta) \).
2. Either accept \( \phi \) as the next state of the Markov chain, \( \phi_{n+1} = \phi \), with probability

\[
\alpha(\phi|\theta) = \min \left\{ 1, \frac{p(\phi)q(\phi|\theta)}{p(\theta)q(\theta|\phi)} \right\},
\]

(6)
or reject \( \phi \) and set \( \phi_{n+1} = \phi_n \) with the remaining probability \( 1 - \alpha(\phi|\theta) \).

It can be shown (see, for example, [30]), that under fairly weak conditions, \( p(\phi) \) is the stationary distribution of the Markov chain \( \phi_1, \phi_2, \ldots \), i.e., the distribution of \( \phi_j \) converges to \( p(\phi) \) as \( j \to \infty \).

The two main special cases of the Metropolis–Hastings algorithm are Independent Metropolis–Hastings (IMH), where the proposal distribution \( q(\phi|\theta) \) is independent of \( \phi \) (so \( q_0 \) is a global proposal), and Random Walk Metropolis–Hastings (RWMH), where the proposal distribution is of the form \( q(\phi|\theta) = q(\phi - \epsilon) \), i.e., a candidate state is proposed as \( \phi = \phi_0 + \epsilon \), where \( \epsilon \sim q_0 \) is a random perturbation (so \( q_0 \) is a local proposal). In both cases, the choice of the proposal distribution strongly affects the efficiency of the algorithms. For IMH to work well, as with importance sampling, the proposal distribution must be a good approximation of the target distribution \( p(\phi) \), otherwise a large fraction of the candidate samples will be rejected and the Markov chain will be too slow in covering the important regions of \( p(\phi) \). When, however, it is possible to find a proposal \( q_0 \) such that \( q_0 \) is close to \( p(\phi) \) then generally better to prefer RWMH because of better efficiency. Unfortunately, such a proposal is usually difficult to construct when the target distribution \( p(\phi) \) is complex. This limits the applicability of IMH.

Since the random walk proposal \( q_0 \) is local, it is less sensitive to the target distribution. That is why, in practice, RWMH is more robust and used more frequently than IMH. Nonetheless, there are settings where RWMH also does not work well because of the complexity of the target distribution. Although convergence of the Markov chain \( \phi_1, \phi_2, \ldots \) to its stationary distribution \( p(\phi) \) is true in theory, in practice, it is often very difficult to check whether the chain has reached its steady-state or not. A potential problem with RWMH (and, in fact, with almost all MCMC algorithms) is that the period of simulation to stationarity, commonly referred to as burn-in period, can be very long. This is often the case when the target distribution \( p(\phi) \) contains several widely-separated modes: a chain will move between modes only rarely and it will take a long time before it reaches stationarity.

4. Asymptotically independent Markov sampling for optimization

Recently a new advanced stochastic simulation scheme, called Asymptotically Independent Markov Sampling (AIMS), was developed for computational Bayesian inference [6]. This scheme efficiently combines importance sampling, Markov chain Monte Carlo, and annealing for sampling from any target distribution. In this paper, we extend the applications of AIMS to global optimization problems by introducing AIMS-OPT for solving the optimization problem (2).
The starting point of AIMS-OPT is the concept of annealing (or tempering), which is based on the following simple but important observation: finding the global minimum of the objective function $H(\phi)$ is equivalent to finding the global maximum of $\exp(-H(\phi)/T)$ for any given “temperature” $T > 0$ [21].

**Remark 3.** The parameter $T$ is called “temperature” by analogy with the Boltzmann–Gibbs distribution in statistical mechanics.

Let us define a “tempered” distribution on the bounded admissible parameter space $\Phi$ as follows:

$$p_T(\phi) \propto \exp(-H(\phi)/T) I_{U}(\phi),$$

(7)

where $I_{U}(\phi)$ is the indicator function of $\Phi$. Note that the tempered PDF (7) becomes flatter as the temperature $T$ increases, i.e., if $p_T(\phi)$ gets “hotter”; and it becomes spikier as $T$ decreases toward zero, i.e., as $p_T(\phi)$ gets “cooler”. More precisely,

$$\lim_{T \to \infty} p_T(\phi) = U_{\Phi}(\phi) \quad \text{and} \quad \lim_{T \to 0} p_T(\phi) = U_{\Phi^*}(\phi),$$

(8)

where $U_{\Phi}(\phi)$ and $U_{\Phi^*}(\phi)$ are the uniform distributions on the parameter space $\Phi$ and the optimal solution set $\Phi^*$, respectively. $U_{\Phi^*}(\phi)$ may be a discrete or continuous distribution. In particular, if the optimization problem (2) has a unique solution, i.e., the optimal solution set $\Phi^*$ consists only of a single point, $\Phi^* = \{\phi^*_k\}$ then $\lim_{T \to \infty} p_T(\phi) = \delta_{\phi^*_k}(\phi)$, where $\delta_{\phi^*_k}(\phi)$ is the Dirac mass at $\phi^*_k$.

The key idea behind annealing is the following: as the temperature $T$ decreases, the tempered distribution $p_T(\phi)$ puts more and more of its probability mass (converging to one) into the set of optimal solutions $\Phi^*$. Therefore, when $T$ is close to zero, a sample drawn from $p_T(\phi)$ will be in a neighborhood $\Phi^*_k$ of $\Phi^*$ with a very high probability. Here, $\Phi^*_k$ denotes the so-called “practical support” of $p_T(\phi)$, i.e., the region that contains almost all probability mass of $p_T(\phi)$ with the property that $\lim_{T \to 0} \Phi^*_k = \Phi^*$.

**Remark 4.** To illustrate the notion of practical support, introduced in [18], consider a sample $z_1, \ldots, z_n$ drawn from the standard Gaussian distribution $N(0,1)$. It is easy to check that for $n = 10^6$ the probability that at least one sample lies outside the interval $[-6,6]$ is smaller than $10^{-4}$. Although, strictly speaking, the support of the standard Gaussian distribution is the entire real line (theoretical support), in practice the support may be regarded as just a segment (practical support).

Let $\infty = T_0 > T_1 > \ldots > T_k > \ldots$ be a sequence of monotonically decreasing temperatures with $\lim_{k \to \infty} T_k = 0$, and

$$p_0(\phi) = U_{\Phi}(\phi), \quad p_k(\phi) \propto \exp(-H(\phi)/T_k) U_{\Phi}(\phi), \quad k = 1,2,\ldots$$

(9)

be the corresponding sequence of tempered PDFs on $\Phi$. In AIMS-OPT, we sequentially generate samples from the tempered distributions in (9) in the following way. Importance sampling with $p_{k-1}(\phi)$ as the ISD is used for a construction of an approximation $p_{k,n}(\phi)$ of $p_k(\phi)$, which is based on samples $\phi^{(k-1)}_1, \ldots, \phi^{(k-1)}_n \sim p_{k-1}(\phi)$. This approximation is then employed as the global proposal distribution for sampling from $p_k(\phi)$ by the IMH algorithm. The tempered distributions in (9) are constructed adaptively, using the essential sample size (ESS) to measure how much $p_{k,n}(\phi)$ differs from $p_k(\phi)$ [26,27]. When the number of samples $n \to \infty$, the approximation $p_{k,n}(\phi)$ converges to $p_k(\phi)$, providing the optimal proposal distribution. In other words, when $n \to \infty$, the corresponding MCMC sampler produces independent samples, which is the reason for “Asymptotically Independent Markov Sampling” in naming the algorithm.

We will refer to $k$ and $T_k$ as the annealing level and the annealing temperature at level $k$, respectively. In the next subsection, we assume that $T_k$ is given and therefore the tempered distribution $p_k(\phi)$ is also known (up to a normalizing constant). In Section 4.2, we describe how to choose the annealing temperatures adaptively.

### 4.1. AIMS-OPT at annealing level $k$

First, we describe how AIMS-OPT generates samples $\phi^{(k)}_1, \ldots, \phi^{(k)}_n$ from $p_k(\phi)$ based on the samples $\phi^{(k-1)}_1, \ldots, \phi^{(k-1)}_n \sim p_{k-1}(\phi)$ obtained at the previous annealing level.

Let $P_k$ be any Markov transition kernel such that $p_k(\phi)$ is a stationary distribution with respect to $P_k$. By definition, this means that

$$p_k(\phi) d\phi = \int_{\phi} P_k(d\phi|\phi) p_k(\phi) d\phi$$

(10)

Applying importance sampling with the ISD $p_{k-1}(\phi)$ to integral (10), we obtain:

$$p_k(\phi) d\phi = \int_{\phi} P_k(d\phi|\phi) \frac{p_k(\phi)}{p_{k-1}(\phi)} p_{k-1}(\phi) d\phi$$

$$= \frac{1}{Z_{k-1}} \sum_{j=1}^n P_k(d\phi(\phi^{(k-1)}_j)) \phi^{(k-1)}_j \frac{p_k(\phi^{(k-1)}_j)}{p_{k-1}(\phi^{(k-1)}_j)}$$

(11)

where $Z_{k-1}$ will be used as the global proposal distribution in the IMH algorithm for sampling from $p_k(\phi)$, and

$$\omega^{(k-1)}_j = \frac{p_k(\phi^{(k-1)}_j)}{p_{k-1}(\phi^{(k-1)}_j)} \exp[-H(\phi^{(k-1)}_j) \left(\frac{1}{T_k} - \frac{1}{T_{k-1}}\right)]$$

(12)

are the importance weights and normalized importance weights, respectively. Note that to compute $\omega^{(k-1)}_j$, we do not need to know the normalizing constants of $p_{k-1}(\phi)$ and $p_k(\phi)$. If adjacent tempered distributions $p_{k-1}(\phi)$ and $p_k(\phi)$ are sufficiently close (in other words, if the temperature change $\Delta T_k = T_k - T_{k-1}$ is small enough), then the variability of the importance weights (12) will be mild, and, therefore, we can expect that, for reasonably large $n$, approximation (11) is accurate. A simple illustrative example of approximation (11) is given in [6].

**Remark 5.** In [7], the stationary condition (10) was used for an analytical approximation of the posterior PDF to evaluate the evidence (marginal likelihood) for a model.

It is important to understand that for any finite $n$, distribution $p_{k,n}(\phi)$ will usually have both continuous and discrete parts. This follows from the fact that the transition kernel in Markov chain simulation usually has the following form: $P(d\phi|\phi) = f(\phi|\phi) d\phi + r(\phi|\phi) \delta_{d}(d\phi)$, where $f(\phi|\phi)$, the continuous part of $P(d\phi|\phi)$, describes transitions from $\phi$ to $\phi \neq \phi$ and $r(\phi|\phi) = 1 - \int f(\phi|\phi) d\phi$ is the probability that the Markov chain remains at $\phi$. This is the form, for example, for the Metropolis–Hastings algorithm. Therefore, (11) must be understood as the approximate equality of distributions, not densities. In other words, (11) means that $E_{p_{k,n}}[g] \approx E_{p_k}[g]$ and $E_{p_{k,n}}[g] \neq E_{p_{k-1}}[g]$; when $n \to \infty$, for all integrable functions $g$.

From now on, we consider a special case where $P_k$ is the RW MH transition kernel. In this case, it can be written as follows:

$$p_k(\phi) d\phi = q_k(\phi|\phi) \min \left\{ \frac{p_k(\phi)}{p_k(\phi)} + 1 - a_k(\phi) \delta_{d}(d\phi), 1 \right\}$$

(13)

where $q_k(\phi|\phi)$ is a symmetric local proposal density, and $a_k(\phi)$ is the probability of having a proper transition from $\phi$ to $\Phi(\phi)$:

$$a_k(\phi) = \int_{\phi} q_k(\phi|\phi) \min \left\{ \frac{1}{p_k(\phi)} + 1 - a_k(\phi) \delta_{d}(d\phi) \right\}$$

(14)

The approximation $p_{k,n}(\phi)$ takes then the following form:
\[ \hat{p}_{k,n}(d\phi) = \sum_{j=1}^{n} \hat{q}_j(\phi_j^{(k-1)}) \min \left\{ 1, \frac{p_k(\phi)}{p_k(\phi_j^{(k-1)})} \right\} d\phi \\
+ \sum_{j=1}^{n} \hat{q}_j(\phi_j^{(k-1)}) \left( 1 - \hat{a}_k(\phi_j^{(k-1)}) \right) \delta_{\phi_j^{(k-1)}}(d\phi) \]  

(15)

For sampling from \( p_k(\phi) \), we will use the Metropolis–Hastings algorithm with the global proposal distribution \( \hat{p}_{k,n}(d\phi) \). To accomplish this, we have to be able to compute the ratio \( p_{k,n}(\phi)/\hat{p}_{k,n}(\phi) \) for any \( \phi, \xi \in \Phi \) as a part of the expression for the acceptance probability (6), which, in our case, reduces to

\[ z_k(\xi|\phi) = \min \left\{ 1, \frac{p_k(\xi)\hat{p}_{k,n}(\phi)}{p_k(\phi)\hat{p}_{k,n}(\xi)} \right\} \]  

(16)

However, as it has been already mentioned, the distribution \( \hat{p}_{k,n}(d\phi) \) does not have a density since it has both continuous and discrete components (the first and the second terms in (15), respectively), and therefore, the ratio \( p_{k,n}(\phi)/\hat{p}_{k,n}(\phi) \) might not make sense. Nevertheless, this technical “lack of continuity problem” can be overcome by replacing the sample space \( \Phi \) with \( \Phi \setminus \{ \phi_1^{(k-1)}, \ldots, \phi_n^{(k-1)} \} \) (see details in [6]), and this leads to the following algorithm for sampling from the tempered distribution \( p_k(\phi) \).

**Algorithm 1.** AIMS-OPT at annealing level \( k \)

**Input:**
- \( \phi_1^{(1)}, \ldots, \phi_n^{(1)} \sim \hat{p}_{k,n}(\phi) \), samples generated at annealing level \( k-1 \);
- \( \phi_1^{(k)} \in \Phi \setminus \{ \phi_1^{(k-1)}, \ldots, \phi_n^{(k-1)} \} \), initial state of a Markov chain;
- \( q_k(\phi,\xi) \), symmetric proposal density associated with the RWMH kernel.

**Algorithm:**

**for** \( i = 1, \ldots, n-1 \) **do**

1. Generate a candidate state
   \[ \xi \sim q_k(\xi|\phi_j^{(k-1)}) \]  
   (17)

   (a) Select \( j \) from \([1, \ldots, n]\) with respective probabilities \( \hat{a}_k(\phi_j^{(k-1)}) \) given by (12).

   (b) Generate \( \xi \sim q_k(\xi|\phi_j^{(k-1)}) \).

2. Update \( \phi_j^{(k)} \rightarrow \phi_j^{(k+1)} \) by accepting or rejecting \( \xi \) as follows: Set
   \[ \phi_j^{(k+1)} \left\{ \begin{array}{ll}
   \xi, & \text{with probability } A(\phi_j^{(k)}, \phi_j^{(k-1)}, \xi), \\
   \phi_j^{(k)}, & \text{with the remaining probability.}
   \end{array} \right. \]  
   (18)

   where

   \[ A(\phi_j^{(k)}, \phi_j^{(k-1)}, \xi) = \min \left\{ 1, \frac{p_k(\xi)\hat{p}_{k,n}(\phi_j^{(k-1)})}{p_k(\phi_j^{(k)})\hat{p}_{k,n}(\xi)} \right\} \times \min \left\{ 1, \frac{p_k(\xi)\hat{p}_{k,n}(\phi_j^{(k-1)})\hat{q}_j(\phi_j^{(k-1)})}{p_k(\phi_j^{(k)})\hat{p}_{k,n}(\xi)\hat{q}_j(\phi_j^{(k-1)})} \right\} \]  
   (19)

**end for**

**Output:**
- \( \phi_1^{(k)}, \ldots, \phi_n^{(k)} \), states of a Markov chain with a stationary distribution

\[ p_k(\phi) \propto \exp(-\eta(\phi)/T_k)I_\Phi(\phi) \]

Schematically, the AIMS-OPT algorithm at annealing level \( k \) is shown in Fig. 1. The proof that \( p_k(\phi) \) is indeed a stationary distribution for the Markov chain generated by AIMS-OPT is given in the Appendix. Important ergodic properties of this Markov chain were derived in [6]. In particular, it was shown that, under certain conditions often fulfilled in practice, the generated Markov chain is uniformly ergodic, i.e., it converges to its stationary distribution relatively quickly.

As usual for MCMC algorithms, the fact of convergence of a Markov chain to its stationary distribution does not depend on the initial state; however, the speed of convergence does. One reasonable way to choose the initial state \( \phi_1^{(1)} \in \Phi \setminus \{ \phi_1^{(1)}, \ldots, \phi_n^{(1)} \} \) in practical applications is the following: generate \( \phi_1^{(1)} \sim q_k(\phi,\phi_1^{(1)}) \), where \( j = \arg \max \hat{a}_k(\phi_1^{(1)}) \), i.e., \( \phi_1^{(1)} \) has the largest normalized importance weight.

The choice of the local proposal density \( q_k(\phi,\xi) \) associated with the RWMH kernel determines how efficiently the Markov chain generated by AIMS-OPT at level \( k \) explores local neighborhoods of samples \( \phi_1^{(1)}, \ldots, \phi_n^{(1)} \) generated at the previous level. This makes the choice of \( q_k(\phi,\xi) \) very important. It has been observed by many researchers that the efficiency of Metropolis–Hastings based MCMC methods is not sensitive to the type of the proposal distribution; however, it strongly depends on its spread (e.g., [11,3]). For this reason, we use a truncated Gaussian density as the local proposal:

\[ q_k(\phi|\xi) \propto N(\phi|\xi, c_k I)(\phi)I_\Phi(\phi), \]

(20)

where \( \xi \) and \( c_k \) are the mean and diagonal covariance matrix, respectively. The scaling parameter \( c_k \) determines the spread of the local proposal distribution. The optimal values for \( c_k \) are, of course, problem dependent. As a general recommendation, \( c_k \) should decay with \( k \), since the tempered distributions \( p_k(\phi) \) become more and more concentrated when \( k \) increases. Finally, note that for sampling from the truncated Gaussian distribution (20) where \( \xi \in \Phi \) is given, the following simple strategy can be used: continue to generate random samples from the “full” Gaussian distribution \( N(\phi|\xi, c_k I) \) until a sample satisfying \( \phi \in \Phi \) is obtained.

**4.2. The full AIMS-OPT method**

At the zeroth annealing level, \( k = 0 \), we generate samples \( \phi_1^{(0)}, \ldots, \phi_n^{(0)} \) uniformly distributed over the admissible parameter space \( \Phi \). Then, using the algorithm described in the previous subsection, we generate samples \( \phi_1^{(1)}, \ldots, \phi_n^{(1)} \), which are approximately distributed according to the tempered distribution \( p_1(\phi) \propto \exp(-\eta(\phi)/T_1) \) and, therefore, are better solutions if compared with \( \phi_1^{(0)}, \ldots, \phi_n^{(0)} \). We proceed like this until the annealing temperature \( T_k \) is small enough so that the corresponding samples \( \phi_1^{(k)}, \ldots, \phi_n^{(k)} \sim p_k(\phi) \approx U_\Phi(\phi) \) are approximately uniformly distributed over the optimal solution set \( \Phi^* \). To make the description of AIMS-OPT complete, we have to explain how to choose the annealing temperatures \( T_k \) for \( k = 1, 2, \ldots \), and provide the stopping criterion.

**4.2.1. Adaptive annealing schedule**

It is clear that the choice of the annealing temperatures is very important, since, for instance, it affects the accuracy of the importance sampling approximation (11) and, therefore, the efficiency of the whole AIMS-OPT method. At the same time, it is difficult to make a rational choice of the \( T_k \)-values in advance, since this requires some prior knowledge about the optimal solution set \( \Phi^* \) and the global sensitivity of the objective function \( \eta(\phi) \) to the parameters \( \phi \), which is usually not available. For this reason, we propose an adaptive way of choosing the annealing schedule.
In importance sampling, a useful measure of degeneracy of the method is the effective sample size (ESS) $n_{\text{eff}}$ introduced in [22] and [25]. The ESS measures how similar the importance sampling distribution $p_{k-1}(\phi)$ is to the target distribution $p_k(\phi)$. Suppose $n$ independent samples $\phi^{(j-1)}_1, \ldots, \phi^{(j-1)}_n$ are generated from $p_{k-1}(\phi)$, then the ESS of these samples is defined as

$$n_{\text{eff}} = \frac{n}{1 + \text{var}_{p_{k-1}}(\omega(\phi))} = \frac{n}{\mathbb{E}_{p_{k-1}}[\omega(\phi)^2]},$$

where $\omega(\phi) = p_k(\phi)/p_{k-1}(\phi)$. The ESS can be interpreted as implying that $n$ weighted samples $(\phi^{(j-1)}_1, \omega^{(j-1)}_1), \ldots, (\phi^{(j-1)}_n, \omega^{(j-1)}_n)$ are worth $n_{\text{eff}}(\leq n)$ identically and independently distributed (i.i.d.) samples drawn from the target distribution $p_k(\phi)$. One cannot evaluate the ESS exactly but an estimate $n_{\text{est}}$ of $n_{\text{eff}}$ is given by

$$n_{\text{est}} = \frac{1}{\sum_{j=1}^{n} \omega^{2(j-1)}},$$

where $\omega^{2(j-1)}$ is the normalized importance weight of $\phi^{(j-1)}$.

At annealing level $k$, when the temperature $T_{k-1}$ is already known, the problem is to define $T_k$. Let $\gamma = n_{\text{est}}/n \in (0, 1)$ be a prescribed threshold that characterizes the “quality” of the weighted sample (the larger $\gamma$ is, the “better” the weighted sample is). Then we obtain the following equation:

$$\frac{1}{\gamma} \sum_{j=1}^{n} \omega^{2(j-1)} = \frac{1}{\gamma} \sum_{j=1}^{n} \omega^{2(j-1)}.$$

Observe that this equation can be expressed as an equation on $T_k$ by using (12):

$$\frac{1}{\gamma} \sum_{j=1}^{n} \exp \left[ -2\mathcal{H}(\phi^{(j-1)}) \left( \frac{1}{T_k} - \frac{1}{T_{k-1}} \right) \right] = \frac{1}{\gamma} \sum_{j=1}^{n} \exp \left[ -\mathcal{H}(\phi^{(j-1)}) \left( \frac{1}{T_k} - \frac{1}{T_{k-1}} \right) \right].$$

Solving this equation for $T_k$ gives us the value of the annealing temperature at level $k$.

**Remark 6.** It follows from general considerations that the left-hand side of (24) is a strictly decreasing function of $T_k$ on the interval $(0, T_{k-1})$. Indeed, the smaller $T_k$, the more the tempered distributions $p_{k-1}(\phi)$ and $p_k(\phi)$ are, and, therefore, the large the variability of the importance weights $\omega^{(j-1)}$. In particular, the left-hand side of (24) goes to $+\infty$ when $T_k \to 0$ and it converges to $1/n$ when $T_k \to T_{k-1}$. Thus, Eq. (24) can be easily solved for $T_k$ by standard numerical methods, such as the bisection method.

The threshold $\gamma$ affects the speed of annealing. If $\gamma$ is very small, i.e., close to zero, then AIMS-OPT will have very few tempered distributions, and this will lead to inaccurate results for a moderate number of samples $n$. On the other hand, if $\gamma$ is very large, i.e., close to one, then AIMS-OPT will have too many tempered distributions, which will make the algorithm computationally very expensive. As discussed in [6], in the context of sampling the posterior distribution, $\gamma = 1/2$ is usually a reasonable choice of the threshold. Our simulation results (see Section 5) also show that annealing schedules with $\gamma$ around 1/2 yield good efficiency.

4.2.2. Stopping criterion

As $k \to \infty$, the adaptively chosen annealing temperature $T_k$ decreases toward zero, the tempered distribution $p_k(\phi)$ converges to the uniform distribution $U_{\phi^*}(\phi)$ over the optimal solution set $\Phi^*$, and, therefore, the generated samples $\phi^{(j)}_1, \ldots, \phi^{(j)}_n$ become more and more uniformly distributed over $\Phi^*$. In practice, however, “absolute zero” $T_k = 0$ cannot be reached, and the algorithm should stop using some stopping rule. The proposed stopping criterion is based on the sample coefficient of variation (COV) of the objective function $\mathcal{H}(\phi)$.

**Remark 7.** We can always guarantee positivity of the loss function by replacing $h(\phi, \theta)$ with $h(\phi, \theta) - h(\phi, \theta) - c$, where $c < \min_{\phi \in \Phi^*} h(\phi, \theta)$, and noting that optimization of the expected value of $h(\phi, \theta)$ is equivalent to optimization of the expected value of $h(\phi, \theta)$ since $\mathbb{E}_{\phi}(h(\phi, \theta)) = \mathbb{E}_{\phi} [h(\phi, \theta) - c]$. Therefore, we assume $h(\phi, \theta)$ is positive and hence $\mathcal{H}(\phi)$ is positive.

Let $\delta_k$ denote the sample COV of $\mathcal{H}(\phi^{(j)}_1), \ldots, \mathcal{H}(\phi^{(j)}_n)$, i.e.,

$$\delta_k = \frac{\sqrt{\sum_{j=1}^{n} \mathcal{H}(\phi^{(j)})}}{\sqrt{n}} - \frac{1}{2} \frac{\sum_{j=1}^{n} \mathcal{H}(\phi^{(j)})}{\sum_{j=1}^{n} \mathcal{H}(\phi^{(j)})} \cdot \frac{\sqrt{\sum_{j=1}^{n} \mathcal{H}(\phi^{(j)})}}{\sqrt{n}}$$

We use $\delta_k$ as a measure of sensitivity of the objective function to the parameters $\phi$ in the domain $\Phi^*$, the practical support of $p_k(\phi)$. If samples $\phi^{(1)}, \ldots, \phi^{(n)} \sim U_{\phi^*}(\phi)$, then their COV is zero, since $\mathcal{H}(\phi) = \min_{\phi \in \Phi^*} \mathcal{H}(\phi)$ for all $j = 1, \ldots, n$. Therefore, $\delta_k$ converges to zero, when $k \to \infty$. This suggests the following stopping criterion: run the algorithm until $\delta_k$ becomes less than some fraction $\alpha$ of the initial sample COV $\delta_{\text{init}}$, in other words, stop when the following condition is fulfilled:

$$\delta_k < 2\delta_{\text{est}} \leq \delta_{\text{target}},$$

where $\delta_{\text{est}}$ is the estimate of the COV, and $\delta_{\text{target}}$ is the desired final COV.
where \( x \in (0, 1) \) and \( \delta_{\text{target}} \) is the target sample COV. The threshold \( x \) affects the accuracy of approximation of the optimal solution set \( \Phi^* \) by a set of samples \( \{ \varphi_1^*, \ldots, \varphi_n^* \} \). Small values of \( x \) correspond to better approximation.

Combining the AIMS-OPT algorithm at a given annealing level with the described adaptive annealing schedule and stopping rule gives rise to the following procedure.

### Algorithm 2. The AIMS-OPT method

**Input:**
- \( \mathcal{H}(\varphi) \), objective function in (2) (or a sample-based estimate like \( \hat{\mathcal{H}}(\varphi) \) in (3));
- \( \gamma \), threshold for the effective sample size (ESS);
- \( x \), threshold for the stopping rule;
- \( n \), the number of Markov chain states to be generated at each annealing level;
- \( q_i(\varphi_i | \varphi)q_{24}(\varphi_i | \varphi) \ldots \), where \( q_i(\varphi_i | \varphi) \) is the symmetric proposal density associated with the RW MH kernel at annealing level \( k \).

**Algorithm:**

1. Set \( k = 0 \), current annealing level.
2. Set \( T_0 = \infty \), current annealing temperature.
3. Sample \( \varphi_0^{(1)}, \ldots, \varphi_0^{(n)} \sim U_0(\varphi) \).
4. Calculate \( \delta_0 \) using (25).
5. Set \( \delta_0 = \delta_{\text{target}} \), the target sample COV, while \( \delta_0 > \delta_{\text{target}} \) do:
   - Find \( T_{k+1} \) from Eq. (24).
   - Calculate normalized importance weights \( \hat{\omega}_{ij}^{(k)}, j = 1, \ldots, n \) using (12).
   - Generate a Markov chain \( \varphi_1^{(k+1)}, \ldots, \varphi_n^{(k+1)} \) with the stationary distribution by using the AIMS-OPT algorithm at annealing level \( k + 1 \).
   - Calculate \( \delta_{k+1} \) using (25).
   - Increment \( k \) to \( k + 1 \).

**end while**

6. Set \( K = k \), the total number of tempered distributions in the annealing schedule.
7. Set \( \tau = T_K \), the smallest annealing temperature.

**Output:**
- \( \varphi_1^{(K)}, \ldots, \varphi_n^{(K)} \sim U_0(\varphi) \), samples that are approximately uniformly distributed over the optimal solution set \( \Phi^* \).

It is important to highlight that when the objective function \( \mathcal{H}(\varphi) \) is of the form in (1) and so is not directly available, care must be taken when using its sample-based estimate \( \hat{\mathcal{H}}(\varphi) \) since AIMS-OPT actually minimizes this approximation. In this case, the sequence of sample COVs \( \{ \delta_k \} \) may no longer converge to zero as \( k \to \infty \), since \( 2^{-1} \delta_k^2 = \mathcal{H}(\varphi) + \epsilon_k \), where \( \epsilon_k \) is the estimation error in (3) and \( \epsilon_k \to 0 \) as \( N \to \infty \). Therefore, if the target COV \( \delta_{\text{target}} \) in (26) is too small, or, equivalently, the threshold \( x \) is too small, the above procedure may never converge because of the approximation error \( \epsilon_k \). This pitfall can be avoided by monitoring the relative rate of decrease of \( \{ \delta_k \} \): if \( \frac{\delta_{k+1}}{\delta_k} \) is smaller than a certain threshold, then one should increase the sample size \( N \) to reduce \( \epsilon_k \) and achieve a better accuracy in (3). Alternatively, if increasing \( N \) is not an option, one can simply terminate the algorithm and take the current set of samples \( \{ \varphi_1^{(K)}, \ldots, \varphi_n^{(K)} \} \) as a less accurate (than planned originally) approximation of the optimal solution set \( \Phi^* \).

Finally, note that if a single optimal solution \( \varphi^* \) is needed, then a rational choice based on the samples \( \varphi_1^{(K)}, \ldots, \varphi_n^{(K)} \) is:

\[
\varphi = \varphi_j^{(K)}, \text{ where } j^* = \arg \min_{j=1,\ldots,n} \mathcal{H}(\varphi_j^{(K)})
\]

### 5. Illustrative examples

To illustrate the effectiveness of AIMS-OPT for solving the optimization problem (2), we consider the following three test functions defining objective functions by (1):

\[
\begin{align*}
    h_1(\varphi, \theta) &= 1 + \left( \varphi_1 - \frac{a}{2} \right) \theta_1 + \left( \varphi_2 - \frac{a}{2} \right) \theta_2, \\
    h_2(\varphi, \theta) &= 1 + \left( \varphi_3 - \frac{a}{2} \right) \theta_3 + \left( \varphi_4 - \frac{a}{2} \right) \theta_4, \\
    h_3(\varphi, \theta) &= 4a - \theta_1 \text{sign}(\varphi_1 - \frac{a}{2}) - \theta_2 \text{sign}(\varphi_2 - \frac{a}{2}).
\end{align*}
\]

where the admissible parameter space is the square \( \Phi = [0, a] \times [0, a] \), \( a = 10 \), and the model parameters \( \theta = N(\varphi_1 - \frac{1}{2}, 1) \) and \( \theta_2 = N(\varphi_2 - \frac{1}{2}, 1) \).

#### 5.1. Exact optimal solution sets

It is easy to evaluate the corresponding objective functions analytically, \( \mathcal{H}_i(\varphi) = \mathbb{E}_i h_i(\varphi, \theta) \), \( i = 1, 2, 3 \).

\[
\mathcal{H}_1(\varphi) = 1 + \left( \varphi_1 - \frac{a}{2} \right)^2 + \left( \varphi_2 - \frac{a}{2} \right)^2, \\
\mathcal{H}_2(\varphi) = 1 + \left( \varphi_3 - \frac{a}{2} \right)^2 + \left( \varphi_4 - \frac{a}{2} \right)^2, \\
\mathcal{H}_3(\varphi) = 4a - \left| \varphi_1 - \frac{a}{2} \right| - \left| \varphi_2 - \frac{a}{2} \right|.
\]

The optimal solution sets for these three case are, therefore,

\[
\Phi_1^* = \left\{ \varphi \in \Phi | \varphi_1 = \frac{a}{2} \text{ or } \varphi_2 = \frac{a}{2} \right\},
\]

\[
\Phi_2^* = \{ 0, 0 \} \cup \{ 0, a \} \cup \{ a, 0 \} \cup \{ a, a \}.
\]

We will refer to \( \Phi_1^* \), \( \Phi_2^* \), and \( \Phi_3^* \) as “center”, “cross”, and “corners”, respectively. These optimal subsets of the admissible parameter space are shown in Fig. 2. Note that while “center” is a relatively simple case—\( \Phi_1^* \) consists of a single point located at the center of \( \Phi \)—“cross” and “corners” are quite challenging cases: \( \Phi_2^* \) has complicated geometry and \( \Phi_3^* \) consists of four different points situated far from each other.

#### 5.2. Approximation of optimal solution sets using AIMS-OPT

To estimate the objective functions \( \mathcal{H}_i(\varphi) \), for each value of \( \varphi = (\varphi_1, \varphi_2) \), \( N = 10^5 \) samples of the model parameters \( \theta = (\theta_1, \theta_2) \) were used in (3). The left panels of Figs. 3–5 display the scatterplots of \( n = 10^3 \) samples of the design parameters obtained from AIMS-OPT for “center”, “cross”, and “corners”, respectively. In these figures, \( k \) denotes the annealing level. The parameters of the algorithm were chosen as follows: the threshold for the ESS \( \gamma = 1/2 \); the threshold for the stopping rule \( z = 0.05 \) for “center” and “corners” and \( z = 0.01 \) for “cross”; the local proposal density \( q_i(\varphi_i | \varphi) \propto \mathcal{N}(\varphi_i | \xi_i, \sigma_i)U_{\text{QD}}(\varphi_i | \xi_i, \sigma_i) \), where \( \sigma_0 = 0.1 \) and \( \xi_1 = \xi_2 = 4 \). This implementation of AIMS-OPT leads to a total number of \( K = 6, 4 \), and 5 tempered distributions for “center”, “cross”, and “corners”, respectively. The corresponding values of the annealing temperatures are given in Table 1. Note that the total number of tempered distributions \( K \) can be considered as a measure of the global sensi-
tivity of the objective function to the parameters $\varphi$: the larger $K$, the more sensitive the objective function is.

The theoretical minimum values of the objective functions are
\[
\min_{\varphi \in \Phi} \mathcal{H}_1(\varphi) = 1, \min_{\varphi \in \Phi} \mathcal{H}_2(\varphi) = 1, \min_{\varphi \in \Phi} \mathcal{H}_3(\varphi) = 3a = 30. \tag{31}
\]

The minimum and the maximum values of the objective functions computed for the samples generated at the last annealing levels ($K = 6, 4, \text{and} 5$ for for "center", "cross", and "corners", respectively) are

\[
\left[ \min_{j=1 \ldots n} \mathcal{H}_1 \big( \phi^{(j)}_1 \big), \max_{j=1 \ldots n} \mathcal{H}_1 \big( \phi^{(j)}_1 \big) \right] = [1.02, 1.12].
\]
\[
\left[ \min_{j=1 \ldots n} \mathcal{H}_2 \big( \phi^{(j)}_4 \big), \max_{j=1 \ldots n} \mathcal{H}_2 \big( \phi^{(j)}_4 \big) \right] = [1.01, 1.03]. \tag{32}
\]
\[
\left[ \min_{j=1 \ldots n} \mathcal{H}_3 \big( \phi^{(j)}_5 \big), \max_{j=1 \ldots n} \mathcal{H}_3 \big( \phi^{(j)}_5 \big) \right] = [30.012, 31.10].
\]

Let us now compare the performance of AIMS-OPT with Simulated Annealing (SA) [26,30], a well-known stochastic simulation method originally introduced in [21]. Since we are interested in optimization problems where there may be multiple optimal solutions, we use a population-based SA with adaptive annealing schedule rather than the original algorithm of [21] that uses a single thread where the temperature is changed after each Markov chain update by using a pre-set annealing schedule. Thus, the only difference between AIMS-OPT and a population-based SA is in
\[ q_{w,k}(\phi|\zeta) \propto \mathcal{N}(\phi|\zeta, \Sigma_k)I_\phi(\phi)I_\theta(\zeta). \]

where $\Sigma_k$ is the sample covariance matrix,

\[ \Sigma_k = \frac{1}{n} \sum_{j=1}^n \omega_j^{(k-1)}(\phi_j^{(k-1)} - \phi^{(k)}) (\phi_j^{(k-1)} - \phi^{(k)})^T, \]

\[ \phi_j^{(k)} = \sum_{j=1}^n \omega_j^{(k-1)} \phi_j^{(k-1)}, \]

$\omega_j^{(k-1)}$ are the normalized importance weights from (12), and $c$ is the scaling factor. In all examples, we used an approximately optimal value of the scaling factor, $c = 0.1$.

Remark 8. Note that in AIMS-OPT, as opposed to SA, we do not need to use the sample covariance matrix for the local proposal density $q(\phi|\zeta)$ associated with the RWMH transition kernel (13). A simple diagonal covariance matrix as in (20) will suffice, since the main goal of sampling from $q_k(\phi|\zeta)$ is to explore the neighborhood of $\phi_0^{(k-1)}$. The global structure of the target distribution $p_0(\phi)$ will be captured automatically by picking different samples among $\phi_1^{(k-1)}, \ldots, \phi_n^{(k-1)}$ (see Step 1a in the description of AIMS-OPT at annealing level $k$ in Section 4.1).

The right panels of Figs. 3–5 display the scatterplots of $n = 10^5$ samples obtained from SA for “center”, “cross”, and “corners”, respectively. In the first (simple) case “center”, both AIMS-OPT and SA successfully generate samples in the vicinity of the optimal solution set $\Phi^*_F$. Note that the corresponding values of the annealing temperatures are also comparable (see Table 1). In a more complicated case “cross”, AIMS-OPT approximates $\Phi^*_F$ more accurately than SA. Finally, in the most challenging case “corners”, AIMS-OPT clearly outperforms SA: while the AIMS-OPT algorithm successfully finds all four optimal solutions $(0,0), (0,a), (a,0), \text{and } (a,a)$, SA finds only one, $(0,0)$. Note also that in this case, the tempered distributions $p_0(\phi)$ “cool down” slower under SA, and, as a result, SA requires six annealing levels while AIMS-OPT requires only five.

5.3. Higher dimensional examples

To demonstrate the effectiveness of AIMS-OPT for higher dimensionality, we first consider the case “center” in ten dimensions. Namely, consider the following test function

\[ h(\phi, \theta) = 1 + \sum_{i=1}^d \left( \phi_i - \frac{a}{2} \right)^2 \theta_i, \]

where $d = 10$, the admissible parameter space is the hypercube $\phi \in \Phi = [0,a]^d$, $a = 10$, and the model parameters $\theta_i \sim \mathcal{N}(\phi_i - \frac{a}{2}, 1)$, for $i = 1, \ldots, d$. As in two dimensions, it is easy to evaluate the corresponding objective function analytically

\[ H(\phi) = 1 + \sum_{i=1}^d \left( \phi_i - \frac{a}{2} \right)^2. \]

The optimal solution set for this case is the center of the hypercube, $\Phi^* = \left( \frac{a}{2}, \ldots, \frac{a}{2} \right)$.

Fig. 6 displays the scatterplots of $n = 2000$ samples obtained from AIMS-OPT and projected onto $\phi_1 \phi_2 \phi_{10}$ subspace. For each value of $\phi$, $N = 10^3$ samples of $\theta$ were used in (3) for estimating the objective function $H(\phi)$. The AIMS-OPT parameters were chosen as follows: the threshold for the ESS $\gamma = 1/2$; the threshold for the stopping rule $\alpha = 0.05$; the local proposal density $q_k(\phi|\zeta) \propto \mathcal{N}(\phi|\zeta, \Sigma_k)I_\phi(\phi)I_\theta(\zeta)$, where $c_0 = 10$ and $c_{k+1} = c_k/4$. This implementation of AIMS-OPT leads to a total number of $K = 15$

![Fig. 5. Case “Corners”: the left and right panels display the scatterplots of $n = 10^5$ samples obtained from AIMS-OPT and SA, respectively; $k$ denotes the annealing level. Grey and black dots represent $\phi^{(1)}_1, \ldots, \phi^{(1)}_5$ and $\phi^{(2)}_1, \ldots, \phi^{(2)}_5$, respectively.](image-url)
tempered distributions. Fig. 7 shows the values of the objective function computed for the samples generated at the last annealing level.

As a more challenging high-dimensional example with multiple optimal solutions, we also considered an analog of the case “corners” in ten dimensions, where the optimal solution set $\Phi^*$ consists of four corners of the hyper-cube $\Phi = [0,a]^n$, $a = 10$, $d = 10$:

$$
\phi_1^* = (a,0,0,0,0,0,0,0,0,0),
\phi_2^* = (0,0,0,a,0,0,0,0,0,0),
\phi_3^* = (0,0,0,0,0,a,0,0,0,0),
\phi_4^* = (0,0,0,0,0,0,0,a,0,0).
$$

The same implementation of AIMS-OPT as in the case “center” was able to find all four optimal solutions.

5.4. Reliability-based design optimization of a ductile steel structure subjected to ground motion

Although some of the examples considered in previous sections were quite challenging (“cross” and “corners”), all of them are purely hypothetical in the sense that the test functions (28) did not come from particular applications, but rather were specifically chosen to test the efficiency of the algorithm. To demonstrate the utility of AIMS-OPT for engineering applications, we consider the problem of reliability-based design optimization of a ductile steel structure subjected to ground motion.

Consider a structure that is modeled as a 2D six-story moment-resisting steel frame with two-node beam elements connecting the joints of the frame. The floors are modeled as rigid in-plane and the joints are modeled as rigid-plastic. The yield strength is taken to be 317 MPa for all members. Under service load conditions, the floors and the roof are subjected to a uniformly-distributed static span load of 24.7 kN/m and 13.2 kN/m, respectively. For modeling the horizontal motion of the structure, masses are lumped at the floor levels, which include contributions from live loads and the dead loads from the floors and the frame members. This structural example is taken from [1], and we refer the reader to the original paper for a full description of the structure. This structure is also studied in [39].

In this example, we consider two design parameters that control the structural properties of the frame members: the area moment of inertia, $\phi_1 = I$, and the cross-sectional area, $\phi_2 = A$. Suppose that $1000 \text{ in}^4 \leq I \leq 2000 \text{ in}^4$ and $40 \text{ in}^2 \leq A \leq 50 \text{ in}^2$, i.e., the set of admissible designs $\Phi$ is a rectangle $[1000,2000] \times [40,50]$. This design constraint may come, for instance, from economic considerations.

The structure is subject to uncertain earthquake excitations modeled as a nonstationary stochastic process. To simulate a time history of the ground motion acceleration for given moment magnitude $M$ and epicentral distance $r$, a discrete-time white noise sequence $W_j = \sqrt{2\pi/\Delta t} \theta_j$, $j = 1, \ldots, N_\theta$ is first generated, where $\Delta t = 0.05$ s is the sampling time, $N_\theta = 101$ is the number of time instants (which corresponds to a duration of 5 s), and $\theta_1, \ldots, \theta_{N_\theta}$ are i.i.d. standard Gaussian variables. The white noise sequence is then modulated (multiplied) by an envelope function $e(t;M,r)$ at the discrete time instants. The discrete Fourier transform is then applied to the modulated white-noise sequence. The resulting spectrum is multiplied with a radiation spectrum $A(f;M,r)$ [1], after which the discrete inverse Fourier transform is applied to transform the sequence back to the time domain to yield a sample for the ground acceleration time history. The synthetic ground motion $a(t;Z,M,r)$ generated from the model is thus a function of the Gaussian vector

$$
H(e^{(15)})
$$

Fig. 6. Case “Center” in 10-D: scatterplots of 2000 samples obtained from AIMS-OPT and projected onto $\phi_1,\phi_2$ subspace. Light grey, dark grey, and black dots represent samples generated at the $k$th level for $k = 1, k = 10$, and $k = 15$, respectively.

Fig. 7. Case “Center” in 10-D: the values of the objective function computed for the samples $\phi_1^{(1)}, \ldots, \phi_1^{(N)}$, $n = 2000$ generated at the last annealing level $K = 15$. 
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\[ \theta = (\theta_1, \ldots, \theta_9) \] and stochastic excitation model parameters \( M \) and \( r \). We consider a scenario event with \( M = 7 \) and \( r = 50 \) km.

In this example, the uncertainty arises from the model parameters \( \theta_1, \ldots, \theta_9 \), the i.i.d. Gaussian sequence that generates the synthetic ground motion. The system response of interest, \( g(\varphi, \theta) \), is defined to be the peak (absolute) interstory drift ratio \( \delta_{\text{max}} \), where \( \delta_i \) is the maximum absolute interstory drift ratio of the \( i \)th story within the duration of study, 5 s. The failure domain \( F \in \mathbb{R}^{n_\theta} \times \mathbb{R}^{n_x} \) is defined as the exceedance of peak interstory drift ratio above a threshold in any one of the stories within the duration of study; that is,

\[
F = \{(\varphi, \theta) \in \mathbb{R}^{n_\theta} \times \mathbb{R}^{n_x} : \delta_{\text{max}} > b \}, \tag{39}
\]

where \( b \) is some prescribed critical threshold. In this example, \( b = 0.2\% \) is considered; according to [37], \( \delta_{\text{max}} < 0.2\% \) corresponds to no significant damage ("fully operational").

As mentioned in Section 1, in reliability-based design optimization (RBDO), the performance measure is \( h(\varphi, \theta) = l_{\text{d}}(\varphi, \theta) \), where \( l_{\text{d}}(\varphi, \theta) \) is the indicator function of the failure domain \( F \). In RBDO, the objective function for minimization is the probability of failure, i.e., \( \mathcal{H}(\varphi) = \mathbb{E}[l_{\text{d}}(\varphi, \theta)] = \mathbb{P}(F(\varphi)) \). In this example, the distribution \( \pi \) is simply an \( N_\theta \)-variate standard Gaussian distribution.

Fig. 8 displays the scatterplots of \( n = 500 \) samples obtained from AIMS-OPT. For each value of \( \varphi = (I, A) \), \( N = 10^3 \) samples of \( \theta \) were used in (3) for estimating the failure probability \( \mathbb{P}(F(\varphi)) \). The AIMS-OPT parameters were chosen as follows: the threshold for ESS: \( \gamma = 0.9 \); the local proposal density: \( q_i(\varphi(\zeta)) \sim N(i(\zeta), c_{i\text{}} I_{\text{d}}(\varphi) I_{\theta}(\zeta)) \), where \( c_0 = 10 \) and \( c_{<1} = c_{<1}/4 \). This implementation of AIMS-OPT leads to a total number of \( K = 5 \) tempered distributions. The minimum and the maximum values of the objective function computed for the samples generated at the first and last annealing level are

\[
\begin{align*}
\min_{j=1, \ldots, n} \mathbb{P}(F(\varphi_j^{(0)})), & \quad \max_{j=1, \ldots, n} \mathbb{P}(F(\varphi_j^{(9)})) = [0.216, 0.313], \\
\min_{j=1, \ldots, n} \mathbb{P}(F(\varphi_j^{(6)})), & \quad \max_{j=1, \ldots, n} \mathbb{P}(F(\varphi_j^{(3)})) = [0.201, 0.252], \tag{40}
\end{align*}
\]

with the minimum value of 0.201 given by \( (I, A) = (1996.1, 46.5) \). Note that if the failure probability is very small, then the Subset Simulation method [2] can be used instead of plain vanilla Monte Carlo simulation in (3). Simulation results presented in Fig. 8, as expected, show that while the optimal (with respect to the objective function \( \mathcal{H}(\varphi) = \mathbb{P}(F(\varphi)) \)) designs are not sensitive to the cross-sectional area, 40 in.\(^2 \leq A \leq 50 \) in.\(^2 \), the area moment of inertia \( I \) takes larger values that are close to the upper limit of 2000 in.\(^4 \). The scatter in \( I \) values away from 2000 is due to the error in approximating the failure probability for each \( (I, A) \) sample (the coefficient of variation of the Monte Carlo estimator is 7%).

### 6. Conclusions

In this paper, a new stochastic simulation method, denoted AIMS-OPT, is introduced for solving global optimization problems such as those that arise in optimal performance-based design. AIMS-OPT is based on Asymptotically Independent Markov Sampling (AIMS), a recently developed advanced simulation scheme originally proposed for Bayesian inference [6]. The main feature of AIMS-OPT is that instead of a single approximation of the
optimal solution, the algorithm produces a set of nearly optimal solutions. This can be advantageous in many practical cases, e.g., in multi-objective optimization or when there exists whole set of optimal solutions. Also, AIMS-OPT can be used for exploration of the global sensitivity of the objective function. When the objective function is not directly available and must be estimated (e.g., by the Monte Carlo method), the performance of AIMS-OPT depends on the desired accuracy of this estimation.

The efficiency of AIMS-OPT is demonstrated with several examples, including a reliability-based design optimization problem, which have different topologies of the optimal solution sets. A comparison is made with Simulated Annealing (SA). If the optimal solution set has a relatively simple geometry, then the performances of AIMS-OPT and SA are comparable; however, in more complicated cases, AIMS-OPT outperforms SA. The presented simulation results demonstrate that AIMS-OPT works very well in low- and medium-dimensional design parameter spaces. In our future research we plan to investigate the question of efficiency and robustness of AIMS-OPT for solving optimization problems that involve higher-dimensional parameter spaces.
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Appendix A

In this appendix, we prove that the AIMS-OPT algorithm at annealing level \( k \) described in Section 4.1 indeed generates a Markov chain with a stationary distribution \( p_k(\phi) \).

Let \( P(d\phi_2|\phi_1) = f(\phi_2|\phi_1)d\phi_2 + r(\phi_1)\delta_{\phi_1}(d\phi_2) \) be a transition kernel of a Markov chain, where \( f(\phi_2|\phi_1) \) describes transitions from \( \phi_1 \) to \( \phi_2 \neq \phi_1 \), and \( r(\phi_1) = 1 - \int f(\phi_2|\phi_1)d\phi_2 \) is the probability that the Markov chain remains at \( \phi_1 \). It is well known that a sufficient condition for \( p(\phi) \) to be a stationary distribution for the Markov chain is for \( f(\phi_2|\phi_1) \) to satisfy the detailed balance condition:

\[
p(\phi_1)f(\phi_2|\phi_1) = p(\phi_2)f(\phi_1|\phi_2)
\]

Indeed, in this case

\[
\int P(d\phi_2|\phi_1)p(\phi_1)d\phi_1
= \left( \int p(\phi_1)f(\phi_2|\phi_1)d\phi_2 + \int p(\phi_1)r(\phi_1)\delta_{\phi_1}(d\phi_2) \right) p(\phi_1)
= p(\phi_2)\left( \int f(\phi_1|\phi_2)d\phi_2 + \int p(\phi_1)r(\phi_1)\delta_{\phi_1}(\phi_2 - \phi_1)d\phi_2 \right)
= p(\phi_2)(1 - r(\phi_2)) + p(\phi_1)r(\phi_1)\delta_{\phi_1}(\phi_2) = p(\phi_2).
\]

Eq. (42) means that if the current state of the Markov chain \( \phi_1 \) is distributed as \( p(\phi) \), then the next state \( \phi_2 \sim P(d\phi_2|\phi_1) \) is also distributed according to \( p(\phi) \), and, therefore, \( p(\phi) \) is a stationary distribution of the Markov chain.

Now, let \( \phi_1^{(k)}, \phi_2^{(k)}, \ldots \) be the Markov chain on \( \Phi \setminus \{\phi_1^{(k-1)}, \ldots, \phi_0^{(k-1)}\} \) generated by the AIMS-OPT algorithm at annealing level \( k \) described in Section 4.1. To demonstrate that \( p_k(\phi) \) is a stationary distribution of the Markov chain, it is enough to show that the detailed balance condition holds for any \( \phi_1, \phi_2 \in \Phi \setminus \{\phi_1^{(k-1)}, \ldots, \phi_0^{(k-1)}\} \).

\[
p_k(\phi_1)f_k(\phi_2|\phi_1) = p_k(\phi_2)f_k(\phi_1|\phi_2),
\]

where \( f_k(\phi_2|\phi_1) \) describes AIMS-OPT transitions from \( \phi_1 \) to \( \phi_2 \neq \phi_1 \). From the description of the algorithm, it follows that \( f_k(\phi_2|\phi_1) \) has the following form:

\[
f_k(\phi_2|\phi_1) = \sum_{j=1}^{n} \phi_2^{(k-1)} \phi_1^{(k-1)} \min \left\{ 1, \frac{p_k(\phi_2)}{p_k(\phi_1)} \right\}
\times \min \left\{ 1, \frac{p_k(\phi_1)}{p_k(\phi_2)} \right\}
\]

Using (44) and a simple fact that \( a \min\{1, b/a\} = b \min\{1, a/b\} \) for all \( a, b > 0 \), we have:

\[
p_k(\phi_1)f_k(\phi_2|\phi_1) = p_k(\phi_1) \sum_{j=1}^{n} \phi_2^{(k-1)} \phi_1^{(k-1)} \min \left\{ 1, \frac{p_k(\phi_2)}{p_k(\phi_1)} \right\}
\times \min \left\{ 1, \frac{p_k(\phi_1)}{p_k(\phi_2)} \right\}
\]

This proves that \( p_k(\phi) \) is a stationary distribution of the AIMS-OPT Markov chain.

A stationary distribution is unique and is the limiting distribution for a Markov chain, if the chain is aperiodic and irreducible (see, for example, [36]). In the case of AIMS-OPT, aperiodicity is guaranteed by the fact that the probability of having a repeated sample \( \phi_0^{(k)} = \phi_0^{(k)} \) is not zero. A Markov chain with stationary distribution \( p(\phi) \) is irreducible if, for any initial state, it has positive probability of entering any set to which \( p(\phi) \) assigns positive probability. It is clear that if the proposal distribution \( q_k(\phi_2|\phi_1) \) is “standard” (e.g., Gaussian, uniform, log-normal, etc.), then AIMS-OPT generates an irreducible Markov chain. In this case, \( p_k(\phi) \) is therefore the unique stationary distribution of the AIMS-OPT Markov chain.
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