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Figure 1: Six possible local behaviours near a fixed point for a first-order autonomous equation
in two dimensions. Clockwise from top left: Sink, Saddle, Source, Spiral Sink, Center, Spiral
Source.
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Preamble

You are reading the lecture notes for the course Math 2 - Analytical as taught at Caltech in

Fall 2024. The “analytic” track is the more theory-focused of the two introductory courses on

differential equations taught at Caltech. It is intended primarily for sophomore students who

have already taken introductory proof-based courses on (multivariable) calculus and linear

algebra.

This is an unusual course! Most universities will offer an ODE course along the lines

of Caltech’s Math 2 (practical), and might also offer advanced undergraduate / graduate

courses on dynamical systems (in which one typically studies the qualitative properties of

ODE solutions without actually solving the ODEs, often because doing so is prohibitively

difficult); basic ODE theorems like the existence and uniqueness of solutions would only be

covered tangentially in real analysis courses. This may be one of the only courses in the

world that 1. is for undergraduates, 2. focusses primarily on quantitative aspects of ODEs,

and 3. is fully rigorous. Because the course is so unusual, there are not really any good texts

for it, which is why we will rely so heavily on these notes. Please let me know if you find

mistakes, or anything is unclear: do not wait until the surveys at the end of the

quarter to complain!

I think this is a great course covering many extremely interesting and important topics

that are often omitted from an undergraduate education in mathematics – I hope by the end

you will agree with me!

Organisation of these notes. These notes will sometimes contain more detail than will be

given in the lectures (and certainly much more text!).

Timeline of lectures.

Lecture 1: Introduction. Review of limits, continuity, differentiability, etc. Discussion of

some simple examples. Pages 5-9.

Lecture 2: Further discussion of examples, including examples with non-uniqueness of so-

lutions to IVPs. Brief discussion of IVPs vs. BVPs. Finite-time blow-up. Pages

9-15.

Lecture 3: Definition of linear ODEs. Linear algebra recap. Pages 18-21.

Lecture 4: Norms on vector spaces. Continuity, differentiability etc. for functions between

vector spaces. Open sets in vector spaces. Pages 21-26.

Lecture 5: Vector-valued ODEs. Phase space and reduction to first-order. Started dis-

cussing matrix representation of linear ODEs. Pages 27-33.

Lecture 6: Calculus with matrices. Defined and proved some basic properties of matrix

exponentials. Pages 33-37.
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Lecture 7: Finished discussing basic properties of matrix exponentials and relations to

ODEs. Started talking about how to do computations with matrix exponentials.

Pages 37-42.

Lecture 8: Computing matrix exponentials for non-diagonalizable matrices via Jordan nor-

mal form. The damped spring equation. The cookbook solution to constant

coefficient linear ODEs. Pages 43-50.

Lecture 9: The big-picture strategy behind the proof of Picard-Lindelof. Completeness of

the space of continuous functions with the uniform norm. Pages 52-55.

Lecture 10: Continuity of integration. Term-by-term differentiation. Proof of (local, first-

order) Picard-Lindelöf. Pages 56-60.

Lecture 11: nth order local Picard-Lindelof. Definition of locally space-Lipschitz functions.

Statement of global Picard-Lindelof and proof of the glueing lemma. Pages

60-63.

Lecture 12: Proof of global Picard-Lindelof. Consequences for autonomous ODEs. Auto-

matic smoothness of solutions to smooth ODEs. Solution to first-order linear

ODEs. Pages 64-66.

Lecture 13: Gronwall’s lemma. Started discussing continuous dependence of solutions on

initial conditions. Pages 66-69.

Lecture 14: Finished proof of continuous dependence of solutions on initial conditions. Con-

tinuous dependence of solutions on coefficients. Pages 70-71.

Lecture 15: Inhomogeneous linear ODEs and Duhamel’s principle. Started discussing sep-

arable ODEs. Pages 71-77.

Lecture 16: Finished discussing separable ODEs, started discussing Laplace transforms.

Pages 77-82.

Lecture 17: Injectivity of the Laplace transform. More transformation rules. Laplace trans-

forms of products of polynomials, exponentials, and trig functions. Pages 82-85.

Lecture 18: More Laplace transforms; solving constant coefficient linear ODEs using Laplace

transforms and partial fractions. Computing the Laplace transform of the solu-

tion to a non-constant coefficient linear ODE. Started discussing convolutions.

Pages 86-91.

Lecture 19: Finished discussion of convolutions. Started section on formal power series and

formal operations on power series. Pages 92-97.

Lecture 20: Formal solutions to ODEs. Formal and function operations coincide within the

radius of convergence. Computation of some examples. Pages 98-102.
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Lecture 21: Existence of formal solutions; convergence of formal solutions to polynomial

ODEs in standard form. Some examples where things go wrong for more general

polynomial ODEs. Started discussing ordinary generating functions. Pages

103-108 and 111-112. (Forgot to discuss composition of formal power series and

analytic ODEs...)

Lecture 22: (Formal) ordinary generating functions and their applications to combinatorial

problems. Started discussing exponential generating functions. 112-117.

Lecture 23: Continued discussing (formal) exponential generating functions and their ap-

plications to combinatorial problems. Difference equations. Composition of

formal power series and formal solutions to analytic ODEs. Pages 118-122 and

110-111.

Lecture 24: Asymptotic notation. Asymptotic expansions. Computed the asymptotic ex-

pansion of the exponential integral.

Lecture 25: Overview of Tauberian theory and functions of regular variation.

Lecture 26: Series solutions beyond power series; the Frobenius method.

Lecture 27: A worked example of the Frobenius method; some heuristic methods to guess

the first term in the series expansion for more general ODEs.

Lecture 28: A brief introduction to the local analysis of autonomous ODEs near equillibrea.
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1 Introduction

This course is an introduction to the study of ordinary differential equations (ODEs), i.e.,

equations among the derivatives of a function taking a single variable as input, often thought

of as time, but which may have a multiple-variable output. The word ‘ordinary’ distinguishes

such equations from partial differential equations (PDEs), which concern the (partial) deriva-

tives of multivariable functions and are typically much more difficult to study. For functions

f : R → Rd, the most general form1 such an ODE can take is

F

(
t; f(t),

df

dt
,
d2f

dt2
, . . . ,

dnf

dtn

)
= 0 (1.1)

for some given function F taking 1 + (n + 1)d variables (equivalently, one one-dimensional

variable and n + 1 d-dimensional variables) for some n ≥ 1. Such an equation is called an

order n ODE; the problem is to solve for f (either on R or some appropriate interval), given

some appropriate boundary conditions. Note that part of what is means for f to solve the

ODE (1.1) on some open interval is for f to be n-times differentiable on that interval2. In

practice we will almost always consider the not-very-restrictive special case where our ODE

is of the form
dnf

dtn
= F

(
t; f(t),

df

dt
,
d2f

dt2
, . . . ,

dn−1f

dtn−1

)
. (1.2)

This is partly because ODEs arising in applications almost always have this form (or can

be written in this form), and partly because it is for equations of this form that the basic

existence and uniqueness theorems are formulated (as we will see, uniqueness can fail for

simple algebraic reasons in the more general setting of (1.1)).

It should go without saying that ODEs are ubiquitous throughout engineering and the

natural sciences. In these notes I will assume that you already have a reason to care about

ODEs from some other aspect of your life3 (or are happy to proceed unmotivated) and focus

on the mathematical aspects. Even within mathematics, ODEs arise in a huge variety of

contexts and, especially once one moves beyond the linear setting, require many distinct tools

to solve.

Since different kinds of ODE all have their own distinct characteristics and personality, it

1Of course one is not obligated to call the independent variable t.
2In fact one can formulate precise notions of what it means for a not-necessarily-differentiable function

to satisfy a differential equation using what are called weak derivatives. This perspective is particularly
important in PDE. Unfortunately, the theory of weak derivatives requires some measure theory to formulate
and is outside the scope of this course. If you are interested, the Wikipedia page https://en.wikipedia.

org/wiki/Weak_solution is a good place to start.
3In the 2023/2024 versions of the notes I have been adding discussions of examples arising in applications.

These are meant to add flavour only; it’s not a problem if you’re not familiar with the examples discussed.
For even more flavour you can try making your favourite AI chatbot turn each of your homework problems
into a word problem.
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is easy for an introductory course to take on a disjointed, ad hoc, or “cookbook” style in an

effort to quickly teach the student how to solve a wide variety of examples. Students inclined

towards a more theoretical perspective are likely to find such a presentation uninspiring,

and perhaps to (wrongly) deduce that the subject is not interesting. This could not be

further from the truth! Indeed, the late 19th / early 20th century real analysis, functional

analysis, measure theory etc. that you have learned and will learn in your other math classes

– with all its attendant εs and δs – was developed with the primary goal of putting the

theory of differential equations on a rigorous footing, and the theory of differential equations

(particularly PDEs) remains one of the most research-active areas of theoretical mathematics

to this day. Moreover, although ODEs are usually thought of as a “settled topic” in contrast

to PDEs, there are still many aspects of the theory that are not completely worked out.

Indeed, the 16th of Hilbert’s problems, a highly influential list of 23 problems posed by David

Hilbert in 1900 as a challenge for 20th century mathematics, concerns ODEs and remains

open to this day. (Besides this, there are also, of course, settled parts of the theory that are

much too advanced to be covered in this course!) Partly this is all a matter of branding, with

many aspects of the topic of contemporary research interest now coming under the heading

of “dynamical systems” rather than ODE per se.

We hope that the presentation of the basic theory of ODEs given in these notes will help

those same theory-inclined students appreciate the mathematical beauty of the topic, and

later on, perhaps, to better appreciate the work of their colleagues in analysis and applied

mathematics (if they are not working in these topics themselves). Of course there must be a

trade-off to developing the underlying theory at greater length than usual, which will most

likely be that we will have much less time to go through worked examples in class and will

cover fewer computational solution techniques. Since I do still want you to develop your

facility solving concrete equations, the problem sets will likely have a more computational

character than the lectures themselves.

1.1 Differentiability Recap I

Before proceeding further, let us quickly recall some important definitions from Math 1. We

write R for the set of all real numbers. Given two real numbers a ≤ b, we write (a, b) for

the open interval (a, b) = {x ∈ R : a < x < b} and [a, b] for the closed interval [a, b] = {x ∈
R : a ≤ x ≤ b}. Similarly one can define the half-open and intervals (a, b] and [a, b), noting

that (a, b), (a, b], and [a, b) are all empty if a = b. One can also consider open intervals with

endpoints at −∞ or +∞, so that e.g. (−∞, b) = {x ∈ R : x < b} and (−∞,+∞) = R. A

set of real numbers I ⊆ R is said to be an interval if [a, b] ⊆ I for every a, b ∈ I: Every

non-empty interval is of the form (a, b), [a, b], or (a, b] for some −∞ ≤ a < b ≤ +∞. We say

that an interval I is non-trivial if it contains at least two distinct points.

A sequence of real numbers (xn)n≥1 is said to converge to a real number x if for every

ε > 0 there exists N < ∞ such that |x − xn| ≤ ε for every n ≥ N . We write “xn → x as

n → ∞” as a shorthand to mean that (xn)n≥1 converges to x. Given an interval I and a
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function f : I → R, we say that f is continuous at a point x ∈ I if f(xn) → f(x) as n→ ∞
whenever (xn)n≥1 is a sequence in I converging to x as n→ ∞. We say that f is continuous

on the interval I if it is continuous at every point of I. We say that f is differentiable at a

point x of a non-trivial interval I if there exists a real number f ′(x) such that

f(xn)− f(x)

xn − x
→ f ′(x)

whenever (xn)n≥1 is a sequence in I \ {x} converging to x. (Note that if x is a left or right

endpoint of I then this is equivalent to what is usually called left- or right-differentiability as

appropriate.) Intuitively this means that f is approximated to first order by a straight line of

slope f ′(x) when we zoom in near x. We say that f is differentiable on I if it is differentiable

at every point of I and that f is continuously differentiable on I if its derivative f ′ defines

a continuous function on I. Note that differentiable functions are always continuous.

Exercise 1. Give an example of a function f : [−1, 1] → R that is differentiable on [−1, 1]

but for which the derivative f ′ is not continuous at 0.

Differentiation is linear, meaning that if f, g : I → R are differentiable at x ∈ I and

a, b ∈ R then af + bg is differentiable at x with derivative af ′+ bg′. The product rule states

that if f, g : I → R are differentiable at x ∈ I then their product fg is also differentiable at x

with derivative f ′g + fg′. The chain rule states that if f : I1 → I2 and g : I2 → R are such

that f is differentiable at x ∈ I1 and g is differentiable at f(x) ∈ I2 then the composition

g◦f : I1 → R (defined by g◦f(x) = g(f(x))) is differentiable at x with derivative f ′(x)g′(f(x)).

We say that a function f : I → R is twice differentiable if it is differentiable and its

derivative f ′ is also differentiable. The derivative of f ′ is called the second derivative of f

and is written as f ′′, f (2), or using Leibniz’s notation as e.g. d2f
dx2 or d2f

dt2
(depending on what

one wants to call the input variable). We can similarly define n-times differentiability and

the nth derivative f (n) for each n ≥ 1, and say that a function f : I → R is smooth (a.k.a.

infinitely differentiable) on I if it is n-times differentiable for every n ≥ 1. If f is n-times

differentiable on an interval I, Taylor’s approximation theorem states that

f(x) = f(x0) + (x− x0)f
′(x0) + (x− x0)

2f
′′(x0)

2!
+ · · ·+ (x− x0)

nf
(n)(x0)

n!
± o

(
|x− x0|n

)
as x→ x0 in I, where ±o(|x− x0|n) represents a function h(x) satisfying h(x)/(x− x0)

n → 0

as x→ x0 in I and n! (a.k.a. n factorial) denotes the product of the first n positive integers.

More formally, this means that if x0 ∈ I and (xm)m≥1 is a sequence in I \ {x0} converging to

x0 then

f(xm)−
(
f(x0) + (xm − x0)f

′(x0) + (xm − x0)
2 f

′′(x0)
2!

+ · · · (xm − x0)
n f (n)(x0)

n!

)
(xm − x0)n

→ 0

as m→ ∞.
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Exercise 2. Let I ⊆ R be a non-trivial interval and let n ≥ 1. Prove that f : I → R is

n-times differentiable on I if and only if there exists an open interval Ĩ containing I and an

n-times differentiable function f̃ : Ĩ → R such that f̃(t) = f(t) for every t ∈ I. (NB4: The

claim is trivial if I is already open.)

1.2 Lessons from some simple ODEs

In this section we will solve a few of the most simple ODEs and discuss how the behaviour

of the solutions will be reflected in more complicated examples. We begin with the simplest

ODE of all.

Lemma 1.1. Let I ⊆ R be a non-trivial interval and let f : I → R be a differentiable function.

Then f satisfies the first order ODE
df

dt
= 0

for every t ∈ I if and only if there exists a constant C ∈ R such that f(t) = C for every t ∈ I.

Proof. Constant functions obviously have zero derivative, so it suffices to prove conversely that

every function with zero derivative is constant. Since f is differentiable on I, the mean-value

theorem states that for every a < s < t < b there exists s ≤ x ≤ t such that f(t) − f(s) =

(t − s)f ′(x). Since f ′(x) = 0 for every x ∈ I it follows that f(t) = f(s) for every s < t in I,

implying the claim.

Lemma 1.2. Let I ⊆ R be a non-trivial interval, let g : I → R be continuous and let

f : I → R be a differentiable function. For each t0 ∈ I, f satisfies the first order ODE

f ′(t) = g(t) (1.3)

for every t ∈ I if and only if there exists a constant C ∈ R such that

f(t) =

∫ t

t0

g(s) ds+ C

for every t ∈ I.

Proof. This is just the fundamental theorem of calculus! Let’s nonetheless take a moment

to unpack this a little since there are a few different possible statements of the fundamental

theorem. The most basic statement is that if g : I → R is continuous and t0 ∈ I then

d

dt

∫ t

t0

g(s) ds = g(t)

4“NB” is an abbreviation for the Latin term “Nota Bene,” which translates to “Note Well.” It’s traditionally
used in academic and formal writing to emphasize an important point or detail that the reader should not
overlook.
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for every t ∈ I. Since constant functions have zero derivative and differentiation is linear,

this implies that every function of the form
∫ t

t0
g(s) ds+C has derivative g(t) for every t ∈ I.

On the other hand, if f(t) is any function satisfying d
dt
f(t) = g(t) for every t ∈ I then

d
dt
(f(t) −

∫ t

t0
g(s)) = 0 for every t ∈ I, so that there exists a constant C ∈ R such that

f(t)−
∫ t

t0
g(s) = C for every t ∈ I by Lemma 1.1. This is equivalent to the claim.

Lemma 1.3. Let I ⊆ R be a non-trivial interval, let g : I → R be continuous and let

f : I → R be a differentiable function. Then f satisfies the first order ODE

f ′(t) = g(t)f(t) (1.4)

for every t ∈ I if and only if

f(t) = f(t0) exp

[∫ t

t0

g(s) ds

]
(1.5)

for every t, t0 ∈ I.

The easy way to see that the solutions to (1.4) should be of the form (1.5) is to think in

terms of the logarithmic derivative (log f)′ = f ′/f . Indeed, if f is positive on I, then the

ODE (1.4) is equivalent to the ODE

(log f)′ = g(t),

which we can solve using Lemma 1.2 and recover the solution (1.5). Generally it is a good

idea to “think logarithmically” whenever the rate of change of a quantity is described as a

proportion of its current value as in (1.4), since in such cases the logarithm of the quantity

will often satisfy a simpler ODE than the original quantity. This perspective is particularly

natural in applications related to e.g. population growth, epidemics, compound interest, and

so on. At the level of generality of Lemma 1.3 this approach raises some annoying issues

regarding negative or zero values of f , which have to be treated by case analysis, so we will

follow a slightly different approach.

Proof. We can easily verify from the chain rule and the fundamental theorem of calculus that

functions of the form (1.5) satisfy (1.4):

d

dt

A exp

[∫ t

0

g(s) ds

] = A
d

dt
exp

[∫ t

0

g(s) ds

]

= A exp

[∫ t

0

g(s) ds

]
d

dt

∫ t

0

g(s) ds = g(t)A exp

[∫ t

0

g(s) ds

]
.

Conversely, suppose that f : I → R is any solution to (1.4). Then we have by the product
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rule that

d

dt

exp

[
−
∫ t

0

g(s) ds

]
f(t)

 =
d

dt
exp

[
−
∫ t

0

g(s) ds

]
f(t) + exp

[
−
∫ t

0

g(s) ds

]
d

dt
f

= −g(t) exp

[
−
∫ t

0

g(s) ds

]
f(t) + g(t) exp

[
−
∫ t

0

g(s) ds

]
f(t) = 0

for every t ∈ I and hence by Lemma 1.1 that there exists a constant A ∈ R such that

exp

[
−
∫ t

0

g(s) ds

]
f(t) = A

for every t ∈ I. This is equivalent to the claim.

Note that in each of these three simple examples, every solution of the relevant first-order

ODE is completely determined by its value at a single point. This is in fact a very general

phenomenon. We state the relevant principle imprecisely for now; a precise statement will be

given later as the Picard-Lindelöf Theorem.

Principle 1. If f satisfies a “nice” first-order ODE, then it’s value at every point in time

is determined by its value at a single point in time. In particular, a “nice” first-order ODE

describing functions taking values in a d-dimensional space should have a “d-dimensional”

space of solutions.

Having such a uniqueness statement will be very useful: it means we can often guess

a family of solutions, easily verify that they satisfy the ODE (since differentiation is much

easier than integration), and be guaranteed from general principles that this family includes

all other solutions.

We will return to the meaning of the word “nice” later in the course. To convince you that

some restrictions are necessary, let us give a simple example of an ODE that is not “nice” in

the sense that Principle 1 does not apply to it.

Example 1.4. Consider the ODE

f ′(t) = f(t)2/3.

We can verify that one solution of this ODE is given by f(t) = 1
27
t3:

f ′(t) =
1

9
t2 =

(
1

27
t3
)2/3

= f(t)2/3

(Later we’ll see how to solve this kind of equation without guessing: It’s an example of a

separable ODE.) In particular, this solution has f(0) = 0. This is not the only solution with
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Figure 2: Left: Three different solutions to the same first-order ODE f ′ = f 2/3 all with
f(0) = 0. The blue and orange curves are identical for t ≥ 0. Right: We will see that this
ODE is “not nice” partly because the function f 7→ f 2/3 used in its definition has a cusp at
0, where its derivative converges to ±∞ as we approach from the left or the right.

this property! Indeed, the constant function f(t) ≡ 0 is also a solution. Moreover, for each

−∞ ≤ t− < t+ ≤ ∞ the function defined piecewise by

f(t) =


1
27
(t− t+)

3 t ≥ t+

0 t− ≤ t ≤ t+
1
27
(t− t−)

3 t < t−

is a solution to the same ODE, with f(0) = 0 if t− ≤ 0 ≤ t+ (in particular this function is

differentiable). We will later prove that these are the only solutions to the ODE.

A real-world example with non-unique solutions

Suppose that a cylindrical tank has a small hole in its side. Torricelli’s law states that

if the tank is filled up to a height h above the hole at time zero, then the height h(t) of

the water after t seconds satisfies the ODE

h′(t) = − area of hole

cross-sectional area of cylinder

√
1(h ≥ 0)2gh(t),

where g is the constant for acceleration under gravity. Similarly to above, this ODE

has solutions

h(t) =
1

4
(t0 − t)21(t ≤ t0)

for t0 ∈ R and

h(t) = c

for each c ≤ 0. In particular, there are infinitely many different solutions with h(0) = 0.

This makes perfect sense physically: If we see the tank at some time and the water is

filled only to the height of the hole, we should not be able to guess how long ago any

additional water emptied from the tank.
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What about higher-order ODEs? As in the first-order case, the simplest examples admit

simple solutions using the fundamental theorem of calculus.

Lemma 1.5. Let I ⊆ R be a non-trivial interval, let n ≥ 1, let g : I → R be continuous and

let f : I → R be an n-times differentiable function. For each t0 ∈ I, f satisfies the nth order

ODE
dnf

dtn
= g(t) (1.6)

for every t ∈ I if and only if there exist constants C0, . . . , Cn−1 ∈ R such that

f(t) =
Cn−1

(n− 1)!
tn−1 +

Cn−2

(n− 2)!
tn−2 + · · ·+ C1t+ C0

+

∫ t

t0

∫ s0

t0

∫ s1

t0

· · ·
∫ sn−2

t0

g(sn−1) dsn−1 dsn−2 · · · ds0 (1.7)

for every t ∈ I.

Remark 1.6. Taking g ≡ 0, it follows that the only functions f satisfying dnf
dtn

= 0 on a

non-trivial interval are polynomials of degree at most n− 1.

Proof. Fix t0 ∈ I. Let g0 = g and for each n ≥ let gn be the nth antiderivative of g defined

recursively by

gn(t) =

∫ t

t0

gn−1(s) ds =

∫ t

t0

∫ s0

t0

∫ s1

t0

· · ·
∫ sn−2

t0

g(sn−1) dsn−1 dsn−2 · · · ds0

so that, by the fundamental theorem of calculus,

dgn
dt

= gn−1

for every n ≥ 1 and t ∈ I. It follows in particular that the nth derivative of gn is equal to g,

and since the nth derivative of a degree n−1 polynomial is zero it follows that every function

of the form (1.7) is a solution to (1.6).

It remains to prove conversely that every solution to (1.6) is of the required form. We

will prove this by induction on n ≥ 1, the base case n = 1 having already been treated in

Lemma 1.2. Let n > 1, suppose that the claim has already been proven for every smaller

value of n, and suppose f is n-times differentiable and solves (1.6) for some n > 1. Rewriting

the equation (1.6) as

d

dt

(
dn−1f

dtn−1

)
= g(t)

and applying Lemma 1.2 yields that

dn−1f

dtn
= g1(t) + C

14



for some constant C ∈ R and every t ∈ I. It follows by the induction hypothesis that f is of

the form f(t) = P (t) +G(t) where P is a polynomial of degree at most n− 1 and G(t) is the

(n− 1)th antiderivative of g1 +C. Since integration is linear, G(t) is equal to gn +
C

(n−1)!
tn−1

and f has the required form.

The first main takeaway from this example is that solving an nth order ODE is, in general,

at least as difficult as integrating a function n times. Often it is much more difficult! Ex-

pressing the solution to an ODE in terms of standard functions and their (iterated) integrals

is known as solution by quadrature. Note that while integrals of ‘standard’ functions do

not always have exact expressions in terms of other ‘standard’ functions, solving an ODE by

quadrature is about as good as we can hope for in many situations, and much better than we

can hope for in others. While we will see throughout the course that there a few important

classes of equations that can always be solved by quadrature (separable equations, first order

linear equations, higher order linear equations with constant coefficients...), you should not

be fooled into thinking that ODEs can “usually” be solved by quadrature.

Note that in this example, knowing the value of a solution at a single point was not

sufficient to determine the rest of the solution, but knowing the value of the first n − 1

derivatives of the function at a single point did suffice to determine the solution. Again, this

turns out to be a very general principle.

Principle 2. If f satisfies a “nice” nth-order ODE, then it’s value at every point in time

is determined by the value of f and its first n − 1 derivatives at a single point in time.

In particular, a “nice” nth order ODE describing a real-valued function should have an “n-

dimensional” space of solutions.

We will see later that nth-order ODEs can always be thought of as first-order ODEs in

a higher dimension, so that in fact Principle 2 is a consequence of Principle 1. It is worth

pointing out again how useful a precise uniqueness theorem of this form would have been for

solving the equation (1.6): We could simply have verified that the solutions of the desired

form solve the ODE, and deduce that these are the only solutions by an easy application of

a general uniqueness result.

IVPs and BVPs. When solving ODEs in practice we are usually interested in finding all

solutions of the ODE only insofar as it helps us understand the specific solution arising in our

problem. Since the space of all solutions of a “nice” nth order ODE will be n-dimensional (in

some sense), we should expect to need to specify the values of n parameters in order to pin

down any specific solution. (That is, there should be n degrees of freedom when we specify a

solution.) The simplest way to do this is via what’s called an initial value problem (IVP),

where we specify the value of the function and its first n − 1 derivatives at some point in

time (often t0 = 0): principle 2 says that when the ODE is sufficiently “nice”, the IVP should

always have a unique solution. (Moreover, we will see that the precise meaning of “nice” –

the local Lipschitz property – is not a very restrictive condition.)
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In applications one also often encounters boundary value problems, where some data

of a solution is specified at both endpoints of an interval. For example, in a second-order ODE

we might specify the values of the function at both endpoints of an interval and not specify

the derivative anywhere. This still gives two degrees of freedom, so it might be the case that

we have existence and uniqueness of solutions. Unlike for IVPs, however, it is no longer at all

the case that any sufficiently nice BVP has a unique solution. One can easily come up with

very simple, well-behaved examples where there are either no solutions or multiple solutions:

In the second-order case above with the interval I = [0, 1] (and assuming that the IVP has a

unique solution for every initial value and derivative) this comes down precisely to whether,

for each initial condition f(0) = x0 and initial derivative f ′(0) = λ, the map sending λ to the

value of f(1) in the solution of the relevant IVP is a bijection R → R. There is simply no

reason for this to be the case in many examples.

Exercise 3. In this exercise we will study IVPs and BVPs for the ODE f ′′ = −f . Let I ⊆ R
be a non-trivial interval.

1. (Existence of solutions to the IVP.) Prove that for each t0 ∈ I, x0 ∈ R, and λ ∈ R,
there exist constants A, σ ∈ R such that f(t) = A cos(t − σ) is a solution to the ODE

f ′′ = −f with f(t0) = x0 and f ′(t0) = λ.

2. (Uniqueness of solutions to the IVP.) Prove that the function A cos(t− σ) you found in

step 1 is the only solution to the IVP with f(t0) = x0 and f
′(t0) = λ. (Hint: Show that

the derivative of f/g is identically zero whenever f and g are arbitrary solutions of the

IVP.)

3. (Existence and/or uniqueness of solutions to the BVP depends on the choice of I and the

boundary data.) Show that if I = [0, π/2] then for every x0, x1 ∈ R there exists a unique

function f : [0, π/2] → R solving the ODE f ′′ = −f with f(0) = x0 and f(π/2) = x1.

What happens when I = [0, π] or I = [0, 2π]? (Hint: Use the multiple angle formula to

write the solutions in the form A cos(t) +B sin(t) instead of A cos(t− σ).)
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A ball in a bowl

Imagine that a ball (modelled as a point) sits inside a bowl. If we write down an

equation describing the shape of the sides of the bowl, the location of the ball will

satisfy a second-order ODE, with the acceleration of the ball determined by the two

forces acting on it: gravity and the contact force. (The basic point of this example

still stands if we include things like friction; the state of the system is still described

by a second-order ODE.) If we push the ball from the center of the bowl with a certain

velocity, its trajectory is a solution to the initial value problem where we fix the location

and velocity of the ball at time zero. On the other hand, we could try to study the

boundary value problem, where we are given the ball’s location (but not its velocity) at

two times, and want to determine its trajectory in between. In this example we easily

see that the solution to this BVP is typically not unique. In particular, if the ball is in

the center of the bowl at two times, this could either be because we didn’t push it at all,

or pushed it with exactly the right velocity that it rolled back down to the center at the

second time. There will in fact be more than two solutions in general, corresponding to

the ball rolling back and forth multiple times before passing through the center of the

bowl at some later time.

BVPs from variational problems

Boundary value problems often arise in the analysis of variational problems, where a

curve is chosen to maximize some function (often the negative of the energy) with

its initial and final values fixed. The fact that solutions to such problems are often

described by ODEs is a consequence of the Euler-Lagrange equations. For example,

when we hold the two ends of a string in the air and let the rest of the string come to

rest, the string will settle in a way that minimizes its potential energy subject to the

constraints we have placed on the locations of its endpoints. Using the Euler-Lagrange

equations, one can deduce that the function describing the string satisfies a second-order

ODE, and more specifically a BVP: We know where the string is at its two endpoints

but not the derivative of the curve at either endpoint. Look up the term “catenary” to

learn more about this particular example.

The importance of linearity. All the examples we have looked at so far are linear. This

means that there exist functions a0, . . . , an−1 : I → R and b : I → R such that our differential

equation can be expressed in the form

f (n)(t) + an−1(t)f
(n−1)(t) + · · ·+ a0(t)f(t) = b(t).

Linear ODEs are called homogeneous if b(t) ≡ 0 and inhomogeneous otherwise. Linear

equations are typically much easier to solve than nonlinear equations, and their solutions often

have underlying linear-algebraic content. For example, we will see that constant-coefficient
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linear ODEs can always be solved by computing the Jordan normal form of an associated

matrix. One basic principle about these equations, that we have already seen illustrated in

our examples above, is that the solutions to a homogeneous linear ODE form a vector space

under pointwise addition and scalar multiplication, while for inhomogeneous linear ODEs we

have that{
f :

dnf

dtn
+ an−1(t)

dn−1f

dtn−1
+ · · ·+ a0(t)f(t) = b(t)

}

=

{
f + f0 :

dnf

dtn
+ an−1(t)

dn−1f

dtn−1
+ · · ·+ a0(t)f(t) = 0

}

for every solution f0 to the original inhomogeneous ODE dnf
dtn

+an−1(t)
dn−1f
dtn−1 + · · ·+a0(t)f(t) =

b(t). This means that we can always find the general solution to an inhomogeneous linear

ODE by finding any single solution (e.g. by guessing), often called the particular solution,

and finding the general solution to the associated homogeneous ODE, which is easier.

A simple nonlinear example. Before moving on, let us consider a simple example of a

nonlinear ODE, which will also exhibit the phenomenon of finite-time blow-up.

Lemma 1.7. Let I be a non-trivial interval. A differentiable function f : I → R satisfies the

ODE

f ′ = f 2

if and only if f(t) = 0 for all t ∈ I or there exists a constant t0 /∈ I such that

f(t) =
1

t0 − t

for every t ∈ I.

Proof. As usual, we can easily check that functions of the form f(t) = 0 and f(t) = 1/(t0− t)

satisfy the relevant ODE by calculus. For uniqueness, suppose that f : I → R is not identically

zero and satisfies the ODE f ′ = f 2 on I. For the uniqueness part of the proof, we would like

to say that either f ≡ 0 or the reciprocal function 1/f satisfies(
1

f

)′

= − f ′

f 2
= −1,

so that we can conclude using Lemma 1.2. The problem is that this doesn’t make sense when

f is zero. To get around this problem we will use a trick that will come up many times

in the course: We analyze the solution on a (possibly) smaller “good” interval in which the

technique we want to use works, then use the output of this analysis to show that this interval

is actually the whole domain of the solution.

Suppose that f is not identically zero, and let t1 be such that f(t1) ̸= 0. Since I is
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non-trivial and f is continuous, the quantities

t− = sup{t ≤ t1 : t /∈ I or t ∈ I and f(t) = 0}
t+ = inf{t ≥ t1 : t /∈ I or t ∈ I and f(t) = 0}

satisfy t− < t+. Let Ĩ = (t−, t+) ⊆ I, so that f is non-zero and satisfies f ′ = f 2 when

restricted to Ĩ. (This is the “good” interval alluded to above.) On Ĩ, the reciprocal function

1/f satisfies (
1

f

)′

= − f ′

f 2
= −1

so that, by Lemma 1.2, there exists a constant C such that

1

f
= C − t

for every t ∈ Ĩ. By definition of Ĩ, each endpoint of Ĩ must therefore either be an endpoint

of I or be equal to C, and the claim follows by continuity of f on I.

This example exhibits finite-time blowup: There are solutions on intervals I ⊊ R that

cannot be extended to solutions defined on the whole real line, because the function converges

to infinity as t converges to some t0. Of course this can also occur because we put a singularity

directly into the ODE, such as in the ODE

f ′ =
1

(1− t)2

the solutions of which will always have a singularity at 1. In contrast, the location of the

singularity in a solution to f ′ = f 2 depends on the choice of solution.

The ODE f ′ = f 2 is also an example of an autonomous equation, i.e., an ODE of the

form

f (n)(t) = F
(
f(t), f ′(t), . . . , f (n−1)(t)

)
where the right hand side has no direct dependence on t. We will study autonomous equations

extensively later on in the course. Note that if f(t) is a solution to an autonomous ODE then

so is the shifted function f(t− t0) for every t0 ∈ R.

Remark 1.8. The solutions of the ODE f ′ = f 2 +1 are all of the form f(t) = tan(t− t0), and

hence always have two singularities a distance π apart from each other, but with the location

of these singularities depending on the choice of solution. The fact that these are the only

solutions to the equation will follow from Picard-Lindelöf (which we will state and prove later

in the notes).
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Finite-time blow-up in the real world

You might guess that solutions with finite-time blow-up should not be relevant to real-

world phenomena, but this is not true. For example, ODEs whose solutions have

finite-time blowup often arise in the study of phase transitions, where the finite-time

blow-up represents a critical point at which a rapid change or transition occurs. In the

context of phase transitions, this can be understood as a moment where the system

undergoes a rapid change from one state to another. Here, the finite-time blow-up is

not a mathematical anomaly but rather a (good approximation to a) physical reality

that needs to be addressed and understood. It often represents some quantity changing

by a factor of order the number of particles in the system (e.g. changing from an

electron-Volt-order quantity to a Joule-order quantity), which is taken to be infinite in

the mathematical models where these ODEs arise.

To give a specific example, the ODE f ′ = f 2 that we just studied arises in the study

of branching processes, which can be used as e.g. a simple model of the spread of a

disease, where the parameter we’re differentiating with respect to is “R0”, the average

number of people that an infected person infects. In this set-up, f(R0) = 1/(1 − R0)

is the average total number of infected individuals when we start with a single infected

individual. The finite-time blow-up represents the phase transition between the disease

dying off quickly when R0 < 1 to infecting a very large number of people (an infinite

number of people in the mathematical model) when R0 > 1.

Exercise 4. Let I ⊆ R be a non-trivial interval, let g : I → R be continuous, let f : I → R
be a differentiable function, and let a ∈ R be a constant. Prove that f solves the first-order

ODE f ′ = af + g if and only if

f(t) = ea(t−t0)f(t0) + ea(t−t0)

∫ t

t0

e−a(s−t0)g(s) ds

for every t, t0 ∈ I. (Hint: Find an ODE satisfied by e−atf .)

Exercise 5. Let I be a non-trivial interval and let α > 1. Prove that a differentiable function

f : I → (0,∞) satisfies the ODE

f ′ = fα

if and only if there exists a constant t0 ≥ sup I such that

f(t) =

(
1

(α− 1)(t0 − t)

)1/(α−1)

for every t ∈ I.

Exercise 6. Let I ⊆ R be a non-trivial interval, let g : I → R be continuous, and let
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f : I → R be a differentiable function. Prove that f satisfies the ODE

f ′ = eg−f

if and only if for each t0 ∈ I there exists A > 0 such that

f(t) = log

[∫ t

t0

eg(s) ds+ A

]

for every t ∈ I.
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2 Constant coefficient linear ODEs

In this section we begin to study ODEs in a more systematic manner. We will, for now, be

concerned primarily with linear ODEs, i.e., ODEs of the form

f (n) + an−1(t)f
(n−1) + · · ·+ a1(t)f

′(t) + a0(t)f(t) = b(t).

for some functions a0, . . . , an−1 and b : I → R, where I is a non-trivial interval. We recall that

a linear ODE is called homogeneous when b ≡ 0 and inhomogeneous otherwise. Since

linear algebra plays an important role in the study of linear ODE, we begin by recapping

some of the basic theory that we’ll need.

2.1 Linear Algebra Recap

Linear algebra will play an extremely important role throughout our study of differential

equations. While we expect you to have already taken a course on linear algebra, we quickly

review some of the most important facts here before moving forward.

Vector spaces. A (real) vector space (V,+, ·) is a set V equipped with addition and scalar

multiplication operations

+ : V × V −→ V · : R× V −→ V

(x, y) 7−→ x+ y (a, x) 7−→ ax

satisfying the following axioms:

1. (Associativity of vector addition) x+ (y + z) = (x+ y) + z for all x, y, z ∈ V .

2. (Commutativity of vector addition) x+ y = y + z for all x, y ∈ V .

3. (Identity element of vector addition) There exists an element 0 ∈ V , called the zero

element, such that 0 + x = x+ 0 = x for every x ∈ V .

4. (Inverse elements of vector addition) For each x ∈ V there exists an element −x, called
the additive inverse of x, such that x+ (−x) = −x+ x = 0.

5. (Compatibility of scalar multiplication with field multiplication) a(bx) = (ab)x for every

a, b ∈ R and x ∈ V .

6. (Identity element of scalar multiplication) 1x = x for every x ∈ V .

7. (Distributivity of scalar multiplication with respect to vector addition) a(x+y) = ax+ay

for every a ∈ R and x, y ∈ V .

8. (Distributivity of scalar multiplication with respect to field addition) (a+ b)x = ax+ bx

for every a, b ∈ R and x ∈ V .
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Example 2.1. For each d ≥ 1, Rd = {(x1, . . . , xd) : x1, . . . , xd ∈ R} is a vector space with

operations defined entrywise by

(x1, . . . , xd) + (y1, . . . , yd) = (x1 + y1, . . . , xd + yd) and a(x1, . . . , xd) = (ax1, . . . , axd).

Example 2.2. The complex numbers C are a vector space over R.

Example 2.3. For each n,m ≥ 1, the space of n×mmatrices is a vector space with operations

defined entrywise by

(A+B)i,j = Ai,j +Bi,j and (λA)i,j = λAi,j.

(Note that matrix multiplication does not feature in the definition of the space of matrices as

a vector space, which is isomorphic to Rn×m.)

Example 2.4. The space R[0,1] of all functions [0, 1] → R, the space C([0, 1]) → R of con-

tinuous functions [0, 1] → R, and the space C1([0, 1]) of continuously differentiable functions

[0, 1] → R are all vector spaces with respect to pointwise addition and scalar multiplication.

(It is standard to denote these spaces this way, so that C1(R) means the space of continuously

differentiable functions R → R and so on.)

Example 2.5. Let I ⊆ R be a non-trivial interval. Given functions a0, . . . , an−1 : I → R, the
set of functions{

f : I → R : f (n)(t) + an−1(t)f
(n−1)(t) + · · ·+ a0(t)f(t) = 0 for every t ∈ I

}
is a vector space under pointwise addition.

Linear maps. A function f : V → W between vector spaces is said to be linear if f(ax +

by) = af(x) + bf(y) for every a, b ∈ R and x, y ∈ V . A bijective linear map between vector

spaces is called a linear isomorphism; the inverse of a linear isomorphism is automatically

linear also. We call two vector spaces isomorphic if there is a linear isomorphism between

them. Given two vector spaces V and W , the space L(V,W ) of linear maps between V and

W is itself a vector space under pointwise addition and multiplication, i.e. where we define

(af + bg)(x) = af(x) + bg(x) for every a, b ∈ R, f, g ∈ L(V,W ) and x ∈ V .

Linear independence, spanning sets and bases. Given a vector space V and a set X

of vectors in V , we define the linear span of X to be the set of linear combinations of

elements of X, that is,

⟨X⟩ :=
{
a1x1 + · · · akxk : k ≥ 1, x1, . . . , xk ∈ X, a1, . . . , ak ∈ R

}
,

and say that X spans V if ⟨X⟩ = V . A vector space V is said to be finite-dimensional if

it admits a finite spanning set. On the other hand, we say that X is linearly independent

if the equation

a1x1 + a2x2 + · · · akxk = 0
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holds for some a1, . . . ak ∈ R if and only if ai = 0 for every 1 ≤ i ≤ k. In other words, X is

linearly independent if it does not contain zero and x /∈ ⟨X \{x}⟩ for every x ∈ X. A linearly

independent set that spans V is called a basis5 of V . For Rd, one choice of basis is given by

the vectors

{(1, 0, . . . , 0), (0, 1, 0, . . . , 0), . . . , (0, . . . , 0, 1)},

but this is not at all the only choice of basis!

The following facts are hopefully familiar to you from your previous courses:

Fact 2.6. A set B is a basis for a vector space V if and only if it is a spanning set that does

not have any strict subset that also spans, if and only if it is a linearly independent set that

does not have any strict superset that is linearly independent.

Fact 2.7. If B1 and B2 are both bases of a vector space V then they have the same number

of elements. We call this number the dimension of V .

Fact 2.8. If V1 and V2 are vector spaces with the same finite dimension then they are iso-

morphic. In particular, every d-dimensional vector space is isomorphic to Rd.

Note that there are many different isomorphisms between two vector spaces of the same

dimension: In particular, if we choose a basis for each space then we can always find an

isomorphism sending one basis to the other.

Example 2.9. The space R[0,1] of all functions [0, 1] → R, the space C([0, 1]) → R of con-

tinuous functions [0, 1] → R, and the space C1([0, 1]) of continuously differentiable functions

[0, 1] → R are all infinite-dimensional spaces. Indeed, the functions 1, x, x2, . . . are an infinite

sequence of linearly independent elements in all of these spaces. (These functions do not form

an algebraic basis.)

Matrices. Every linear map f : Rn → Rm can be represented by an m × n matrix A =

(Ai,j)1≤i≤n,1≤j≤m which is the unique array of numbers such that

f



x1
x2
...

xn


 =


∑n

j=1A1,jxj∑n
j=1A2,jxj

...∑n
j=1Am,jxj


for every vector (x1, . . . , xn) ∈ Rn. Conversely, given an n × m matrix A we can define a

linear map f using the same relation, which we normally write in shorthand as

f(x)i =
∑
j

Ai,jxj.

5In the infinite-dimensional context this is usually not the right notion of basis, and is sometimes called
an ‘algebraic basis’ to distinguish it from more appropriate notions. In this course we will mostly deal with
finite dimensional spaces.
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Be careful to note that when we write elements of Rn using coordinates in this

manner we are implicitly choosing a basis for our vector space, and that the

matrix representation of a linear map depends on this choice of basis!

Composition of linear maps corresponds at the level of matrices to matrix multiplication:

If A is an m × k matrix and B is a k × n matrix then the product AB is an m × n matrix

defined by

(AB)i,j =
m∑
ℓ=1

Ai,ℓBℓ,j.

If A represents the linear map f and B represents the linear map g then AB represents the

linear map f ◦ g.

Since linear maps between finite-dimensional vector spaces can always be uniquely repre-

sented as a matrix after choosing a basis for each space, we also have the following fact.

Fact 2.10. If V andW are finite-dimensional vector spaces of dimension n andm respectively,

then L(V,W ) is finite-dimensional with dimension nm.

2.2 Norms, continuity and differentiability

I next want to review some basic definitions from multivariable calculus. Since later on I will

want to tell you about matrix-valued ODEs, I want to define what it means for a function

between two finite-dimensional vector spaces to be (n-times) differentiable. Although you

probably haven’t encountered this definition before, it is not really any different in content

than the definition for functions Rn → Rm. It will however require a little more sophistication

to state things correctly.

We first have to define what it means for a sequence in a finite-dimensional vector space

V to converge. One way to do this is to choose an isomorphism between V and Rd for some

d ≥ 1, then define convergence coordinatewise. This is fine – one can verify that the resulting

notion of convergence does not depend on the choice of isomorphism and that it coincides with

the definition we are about to give – but is unsatisfactory in some regards. We will instead

work with norms. Given a vector space V , a norm of V is a function ∥ · ∥ : V → [0,∞)

satisfying

1. ∥x∥ = 0 if and only if x = 06.

2. (Triangle inequality.) ∥x+ y∥ ≤ ∥x∥+ ∥y∥ for every x, y ∈ V .

3. ∥λx∥ = |λ| · ∥x∥ for every λ ∈ R and x ∈ V .

We think of ∥x∥ as being the ‘distance’ from x to the origin as determined by the norm ∥x∥.
(These definitions ensure that d(x, y) := ∥x − y∥ defines a metric on V . Don’t worry if you

6A function satisfying all the axioms other than this one is called a seminorm.
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don’t know what this means.) A pair (V, ∥ · ∥) where V is a vector space and ∥ · ∥ is a norm

on V is called a normed vector space.

On R, the only norms are of the form ∥x∥ = c|x| where c is a positive constant. In higher

dimensions there are many more norms, with important examples including the ℓp norms

with 1 ≤ p ≤ ∞, defined on Rd by

∥(x1, . . . , xd)∥p =


(∑d

i=1 |xi|p
)1/p

p <∞

max |xi| p = ∞.

(It is true but not obvious that ∥ · ∥p always satisfies the triangle inequality when p ≥ 1 – this

is known as Minkowski’s inequality.) Note that the ℓ2 norm of (x1, . . . , xd) is just the usual

Euclidean distance between x and the origin

∥(x1, . . . , xd)∥2 =

√√√√ d∑
i=1

|xi|2.

(NB: We will also use ∥ · ∥1, ∥ · ∥2 to denote an arbitrary pair of norms. Hopefully it will be

clear from context that these are not to be confused with the p = 1, 2 cases of the ℓp norm.)

Remark 2.11. Analogues of these norms can also be defined on spaces of continuous functions.

For example, if C([0, 1],R) is the space of continuous functions from [0, 1] to R then

∥f∥p =


(∫ 1

0
|f(x)|p

)1/p
p < 1

supx∈[0,1] |f(x)| p = ∞

defines a norm on C([0, 1],R) for each 1 ≤ p ≤ ∞. The p = ∞ norm on C([0, 1],R) is also
known as the uniform norm, and will play an important role throughout the course.

One reason why it makes sense for us to work with general norms is that when we come

to study matrices, other choices of norms besides the Euclidean norm in the entries are much

more natural. Indeed, if (V1, ∥ · ∥1) and (V2, ∥ · ∥2) are normed vector spaces, the operator

norm on L(V1, V2) is defined by

∥f∥op = sup

{
∥f(x)∥2
∥x∥1

: x ∈ V \ {0}
}
.

When (V1, ∥ · ∥1) = (V2, ∥ · ∥2), the operator norm has the important property that

∥f ◦ g∥op ≤ ∥f∥op∥g∥op, (2.1)

which is why we will usually want to use operator norms rather than entrywise-defined norms

when studying spaces of matrices.
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Figure 3: In R2, the ℓ2 unit ball contains the ℓ1 unit ball and is contained in the ℓ1-ball of
radius

√
2.

Exercise 7. Verify that the operator norm is indeed a norm and that it satisfies (2.1). Give

an example of linear maps f and g for which (2.1) is strict.

Exercise 8. Prove or provide a counterexample: If f : V → V is a linear map for some

normed space V then ∥f 2∥op = ∥f∥2op.

The following important fact is not very hard to prove, but will be left unproven since it

is rather tangential to the rest of the course. You will probably see a full proof in the next

analysis course you take.

Fact 2.12. All norms on a finite-dimensional vector space are “equivalent”: If V is finite-

dimensional and ∥ · ∥1 and ∥ · ∥2 are two norms on V then there exist positive constants c and

C such that

c∥x∥2 ≤ ∥x∥1 ≤ C∥x∥2 and c∥x∥1 ≤ ∥x∥2 ≤ C∥x∥1

for every x ∈ V .

This fact has the following geometric interpretation. Given a norm ∥ · ∥, the unit ball is

defined to be B = {x ∈ V : ∥x∥ ≤ 1}, and for each x ∈ V we can write

∥x∥ = inf{λ > 0 : x ∈ λB}

where λB := {λx : x ∈ B}. As such, the claim is equivalent to saying that if B1 and B2 are

the unit balls associated to two different norms on the same finite-dimensional vector space

V then if we scale B2 by a big enough constant it will contain B1, while if we scale B2 by a

small enough constant it will be contained in B1 (see Figure 3). This is hopefully intuitively

plausible to you, and you might like to think about how to flesh out all the details to turn it

into a proof.

Remark 2.13. The analogue of this fact is not true for infinite-dimensional spaces. For exam-

ple, the different Lp norms on C([0, 1],R) are not equivalent to each other. This can be seen
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by computing the Lp norm of xn:

∥xn∥p =

(1 + np)−1/p p <∞
1 p = ∞.

If 1 ≤ p1 < p2 ≤ ∞ then ∥xn∥p2/∥xn∥p1 → ∞ as n → ∞, so that the two norms cannot be

equivalent.

Remark 2.14. In fact the map sending a norm to its unit ball is a bijection7 between the set

of norms on a finite-dimensional vector space and the set of convex subsets of the space that

are non-empty and symmetric (in the sense that {−x : x ∈ B} = {x : x ∈ B} where B is the

set). Since there are a lot of convex symmetric sets (in strictly more than one dimension),

there are a lot of different norms.

This means that we can define what it means for a sequence to converge in a finite-

dimensional vector space using any norm on that space, and the norm we choose will not

actually affect the definition8: Given a finite-dimensional vector space V and a norm ∥ · ∥ on

V , we say that a sequence (xn)n≥1 in V converges to a point x ∈ V if ∥xn−x∥ → 0 as n→ ∞.

Lemma 2.15. Let V be a finite-dimensional vector space and let ∥ · ∥ be a norm on V .

1. If (xn)n≥1 is a Cauchy sequence in the sense that limn→∞ supm≥n ∥xm − xn∥ = 0 then

there exists x ∈ V such that ∥xn − x∥ → 0 as n→ ∞.

2. If (xn)n≥1 is a sequence in V such that
∑∞

n=1 ∥xn∥ <∞ then
∑∞

n=1 xn is well-defined in

the sense that the partial sums
∑N

n=1 xn converge to some element of V as N → ∞.

Proof. The first part is true for Rd and is therefore true for any finite-dimensional normed

vector space since they are all isomorphic and all norms are equivalent. The second part

follows since if
∑∞

n=1 ∥xn∥ <∞ then the sequence of partial sums (
∑N

n=1 xn) is Cauchy since

∥∥∥ N∑
n=1

xn −
M∑
n=1

xn

∥∥∥ =
∥∥∥ max{N,M}∑
n=min{N,M}

xn

∥∥∥ ≤
max{N,M}∑

n=min{N,M}

∥xn∥ ≤
∞∑

n=min{N,M}

∥xn∥,

which is small if min{N,M} is large since
∑

∥xn∥ converges.

Similar considerations allow us to define continuity, differentiability etc of maps between

(subsets of) finite-dimensional vector spaces by first choosing norms on these spaces, with the

resulting definitions not depending on the choices we make by Fact 2.12. Let V1 and V2 be

7Recall that a function f : X → Y between two sets is said to be injective if f(x1) ̸= f(x2) for every pair
of distinct elements x1, x2 ∈ X, surjective if for every y ∈ Y there exists x ∈ X such that f(x) = y, and
bijective if it is both injective and surjective. Each bijective function f has a unique inverse f−1 : Y → X
satisfying f−1(f(x)) = x for every x ∈ X and f(f−1(y)) = y for every y ∈ Y .

8In infinite-dimensional spaces (such as function spaces) the distinction between different norms is much
more important, something you will learn about in detail if you take a course in functional analysis.
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finite-dimensional vector spaces and let ∥ · ∥1 and ∥ · ∥2 be norms on V1 and V2 respectively.

Given a subset Ω ⊆ V1 and a function f : Ω → V2, we say that f is continuous at a point

x ∈ Ω if for every ε > 0 there exists δ > 0 such that if y ∈ Ω satisfies ∥x − y∥1 ≤ δ then

∥f(x)− f(y)∥ ≤ ε, and say that f is continuous if it is continuous at every point of Ω.

We say that f is differentiable at x ∈ Ω if there exists a linear map Df(x) : V1 → V2
such that

∥f(y)− f(x)−Df(x)(y − x)∥2
∥y − x∥1

→ 0 as y → x in Ω,

and say that f is differentiable if it is differentiable at every point of Ω, in which caseDf defines

a function Df : Ω → L(V1, V2). Since L(V1, V2) is itself a finite-dimensional vector space, we

also have a well-defined notion of what it means for Df to be continuous or differentiable,

leading iteratively to a definition of what it means for a function f : Ω → V2 to be n-times

differentiable. We say that f is smooth if it is n-times differentiable for every n ≥ 1.

Exercise 9. Using fact 2.12, check carefully that the definitions of continuity, differentiability,

and smoothness do not depend on the choice of norm when the relevant vector spaces are

finite-dimensional.

Exercise 10. Prove that linear functions between finite-dimensional spaces are always smooth.

Note that there is an interesting distinction here between the one-dimensional and higher-

dimensional cases: For smooth vector-valued functions f : R → V , all of the derivatives

f (n) can also be thought of as functions R → V since there is a canonical isomorphism

L(R, V ) ≡ V given by f 7→ f(1). In contrast, for a smooth function f : Ra → Rb, the nth

deriative Dnf is a function Ra → L(Ra,L(· · · L(Ra,L(Ra,Rb)) · · · )), where the space on the

right has dimension anb. As such, even for functions f : R2 → R the higher derivatives of

f can be very complicated, high-dimensional objects. From now on we will always make the

identification L(R, V ) ≡ V and consider all derivatives of a function f : R → V as taking

values in V .

Exercise 11. (Optional) Verify that the usual rules of calculus extend to functions between

finite-dimensional vector spaces. (Here, given functions into spaces of linear maps, I am

writing ◦ to denote composition of the functions and · to denote composition of the linear

maps. This is not standard.)

1. (Linearity) Let V1 and V2 be finite-dimensional vector spaces and let Ω be a subset of

V1. Prove that if f, g : Ω → V2 are differentiable then af + bg is differentiable with

derivative D(af + bg) = aDf + bDg for every a, b ∈ R.

2. (Chain rule) Let V1, V2, and V3 be finite-dimensional vector spaces and let Ω1 and Ω2

be subsets of V1 and V2 respectively. Prove that if f : Ω1 → Ω2 and g : Ω2 → V3 are

differentiable then g ◦ f is differentiable with

[D(g ◦ f)](x) = [Dg](f(x)) · [Df ](x)
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for every x ∈ Ω1.

3. (Product rule) Let V1, V2, V3 and V4 be finite-dimensional vector spaces and let Ω be a

subsets of V1. Prove that if f : Ω → L(V2, V3) and g : Ω → L(V3, V4) are differentiable

then g · f is differentiable with

[D(g · f)](x) = [Dg](x) · f(x) + g(x) · [Df ](x)

4. Let V1, V2, and V3 be finite-dimensional vector spaces, let n ≥ 1, and let Ω1 and Ω2 be

subsets of V1 and V2 respectively. Prove that if f : Ω1 → Ω2 and g : Ω2 → V3 are n-times

differentiable then g ◦ f is n-times differentiable. (Hint: Induct on n using parts 1-3.)

Open sets. We now discuss the (very important!) notion of an open set in a normed vector

space: Given a normed vector space (V, ∥ · ∥), we say that a set U ⊆ V is open if for each

x ∈ U there exists ε > 0 such that {y ∈ V : ∥y − x∥ ≤ ε} ⊆ U . Note that if two norms on

the same space are equivalent in the sense of fact 2.12 then they have the same open sets. In

particular, the open sets of a finite-dimensional vector space are defined independently of the

choice of norm.

Some example are in order:

1. If V is a vector space then V and the empty set ∅ are open in V with respect to any

norm.

2. An open interval (a, b) with a < b is open in R, as are the half-infinite open intervals

(−∞, b) and (a,∞).

3. Open rectangles
∏d

i=1(ai, bi) in Rd are open in Rd.

4. Closed rectangles
∏d

i=1[ai, bi] in Rd are not open. For example, the interval [0, 1] is not

open in R since it does not contain any set of the form (−ε, ε) or (1− ε, 1 + ε).

5. If V is a finite-dimensional vector space and A ⊆ V is a finite set of points then

V \ A = {x ∈ V : x /∈ A} is open in V .

Exercise 12. Prove that a function f : Rn → Rm is continuous if and only if for each open

set U ⊆ Rm, the set f−1(U) = {x ∈ Rn : f(x) ∈ U} is open in Rn.

Integration in vector spaces. It will be useful to know how to integrate vector-valued

functions as well as differentiate them. Suppose that f : I → V is a continuous function

from a non-trivial interval I ⊆ R to a finite-dimensional vector space V . For each pair of

numbers a < b in I, the integral
∫ b

a
f(t) dt is defined to be the unique vector in V such that

if {e1, . . . , en} is a basis for V and we represent f in terms of these basis elements as

f(t) =
n∑

i=1

fi(t)ei,
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where each of the function fi : I → R is continuous (as justified in the exercise below), then∫ b

a

f(t) dt :=
n∑

i=1

(∫ b

a

fi(t) dt

)
ei.

Exercise 13. Let V be a finite-dimensional vector space and let f : I → R be a function

from a non-trivial interval to V . Let {e1, . . . , en} be a basis of V and let

f(t) =
n∑

i=1

fi(t)ei

for each t ∈ I. Prove that f is continuous if and only if fi is continuous for every 1 ≤ i ≤ n.

Exercise 14. Prove that the definition of
∫ b

a
f(t) dt does not depend on the choice of basis.

The fundamental theorem of calculus extends to this setting as follows:

Exercise 15. Let V be a finite-dimensional vector space and let f : I → R be a continuous

function from a non-trivial interval to V . Prove that if t0 ∈ I then F (t) =
∫ t

t0
f(s) ds is

differentiable with derivative f .

2.3 ODEs in vector spaces

At the beginning of the course we considered only ODEs whose outputs were one-dimensional.

For many applications, we will want to consider the higher-dimensional case also. As we will

explain in detail in the next section, one reason to do this is to work in phase space and take

all ODEs to be first-order. Of course there are also many examples where the quantities of

interest are already multi-dimensional before we pass to phase space by also tracking their

derivatives, such as particles moving in three-dimensional space; some specific examples are

given at the end of this section.

Let us now give some formal definitions that will be used throughout the rest of the course.

Let V be a finite-dimensional vector space. (As usual, we identify L(R, V ) with V so that

derivatives of functions from (intervals in) R to V are also considered to take values in V .)

Given n ≥ 1, an nth ODE in V is an equation9 of the form

f (n) = F (t, f, . . . , f (n−1)), (ODE)

where U where U is an open subset of R× V n and F : U → R× V n is a function. (Often U

will be the whole space. Sometimes our ODE is not defined on the whole space and we need

9If you’ve read too much set theory and have begun to doubt that “‘equations” are valid mathematical
objects (I don’t endorse this opinion), you can consider the ODE to be the data (U,F ). You could also define
the “equation” to be the set of all its solutions, among various other options.
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to define it on a smaller set instead.) An nth order initial value problem (IVP) in V is a

system of equations of the form

(f(t0), . . . , f
(n−1)(t0)) = x0 and f (n) = F (t, f, . . . , f (n−1)) (IVP)

where F : U → R× V n is as above, t0 ∈ R and x0 ∈ V n.

Remark 2.16. Usually we won’t be quite this formal and just write our ODE in the natural

way, where we take U to be the largest set where the ODE is defined; this natural domain

of definition will typically be open when the function F is sufficiently continuous. I will

only draw further attention to this if there’s something subtle going on and we need to be

concerned about it.

Given a pair (I, f) consisting of a non-trivial interval I ⊆ R and an n-times differentiable

function f : I → Rd, we say that (I, f) is a solution to (ODE) if (t, f, . . . , f (n−1)) ∈ U and

f (n) ≡ F (t, f, . . . , f (n−1)) for every t ∈ I. We say that (I, f) is a solution to the initial value

problem (IVP) if it is a solution to the ODE, t0 ∈ I, and (f(t0), . . . , f
(n−1)(t0)) = x0. We will

also use this terminology when studying solutions to ODEs taking values in one dimension,

where V = R.

Let us now mention a few examples of higher-dimensional ODEs arising in practice.

Point charges in magnetic fields

Consider a massive point-particle with mass m and charge q (in some fixed unit system,

let’s say SI) moving through a constant electric field E and magnetic field B. The

equations of motion of the particle can be written

a =
q

m
(E+ v ×B)− g,

where a is the acceleration of the particle, v is its velocity, and −g is the downward-

pointing vector representing acceleration due to gravity. We can either think of this

as a second-order ODE describing the position of the particle or as a first-order ODE

describing the velocity; in either case the output at each time is naturally a three-

dimensional vector. This is a constant coefficient linear ODE, and you will easily be

able to solve it exactly by the end of this section.
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Geodesics on a surface

Suppose we have a surface S ⊆ R3 defined as the zero-set of some smooth function

f(x, y, z) = 0. A geodesic in S is a locally-length-minimizing curve in S. That is, it

is a curve in S so that for any two points on the curve that are sufficiently close to one

another, there is no strictly shorter curve connecting the same two points. Examples

include straight lines in R2 and great circles in the sphere. If we take a point on S and

a unit vector tangent to S at that point, there is a unique geodesic emanating from the

point with initial direction given by this unit vector; this geodesic can be thought of as

a solution to a certain second-order IVP in R3 called the geodesic equation, where

the details of the equation depend on the choice of surface. (For straight lines in R2

this ODE is just f ′′ ≡ 0.)

Rabbits and wolves: The Lotka-Volterra equations

The Lotka-Volterra equation is a non-linear, first-order, two-dimensional ODE used

to describe the dynamics of biological systems in which two species interact:

d

dt

(
x

y

)
=

(
αx− βxy

δxy − γy

)
.

Here, x and y represent the populations of prey (e.g. rabbits) and predators (e.g. wolves),

respectively. The prey population is assumed to have an unlimited food supply and to

reproduce exponentially in the absence of predators. The predator population has

sufficient food supply from the prey and will starve or leave if the prey is extinct. The

parameters α, β, γ, and δ are positive constants that represent the reproduction rate of

prey, the mortality rate of prey due to predation, the natural death rate of predators,

and the reproduction rate of predators due to predation, respectively. It turns out that

this nonlinear two-dimensional ODE has periodic solutions, but that (in general) these

solutions do not admit exact formulas in terms of “standard” functions.

Remark 2.17. Higher-dimensional ODEs such as those we have discussed here are often written

as systems of ODEs, so that e.g. one might write the Lotka-Volterra equations as

x′ = αx− βxy and y′ = δxy − γy.

The two formulations are completely equivalent. Writing the equation as a single higher-

dimensional equation may seem needlessly sophisticated, but it is often much nicer to work

with once you are used to it.
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Figure 4: Solutions to the Lotka-Volterra equation with various different parameter values
and initial conditions.

2.4 Phase space and reduction to first order

We now discuss how we can always think of all ODEs as being first order provided that we

are willing to work in more than one dimension. We do this by moving to a bigger space in

which we keep track of everything that is relevant for the evolution of our system. This is

called “working in phase space”: The phase space of a general nth order ODE is the space

of all possible times, positions, and first n− 1 derivatives of the position.

Let’s first see how this works in a simple example.

Example 2.18. Let (I, f) be a solution to the second-order ODE f ′′ = −f . By considering

the function f : I → R2 defined by f(t) = (f(t), f ′(t)), we can rewrite the ODE as a first-order

ODE in phase space:

f ′(t) =
d

dt

(
f

f ′

)
=

(
f ′

f ′′

)
=

(
f ′

−f

)
=

(
0 1

−1 0

)
f(t).

In fact, (I, f) is a solution to the second-order ODE f ′′ = −f if and only if (I, f) is a solution

to the first-order ODE f ′(t) =
(

0 1
−1 0

)
f(t), where f(t) = (f, f ′), if and only if there exists a

solution (I,g) to this first-order ODE such that f is equal to the first coordinate of g; the fact

that the second coordinate of g is equal to the derivative of the first coordinate is an automatic

consequence of the ODE. The fact that we get a rotation matrix in this phase-space ODE is

closely related to the fact that we get trig functions as solutions to the original second-order

ODE. (We will revisit this example in some more detail later.)
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Proposition 2.19 (Every ODE can be thought of as a first-order ODE in a higher dimension).

Let n, d ≥ 1, let U ⊆ R1+nd be an open set, and let F be a function F : U → Rd. Define a

function F : U → Rnd by

F(t, x0, x1, . . . , xn−1) =
(
x1, x2, . . . , xn−1, F (t, x0, . . . , xn−1)

)
for every (t, x0, . . . , xn−1) ∈ U . Then

(I, f) 7→ (I, f) where f := (f, f ′, . . . , f (n−1))

defines a bijection

{solutions of f (n) = F (t, f, . . . , f (n−1))} → {solutions of f ′ = F(t, f)}.

The inverse of this bijection is defined by taking (I, f) → (I, f0), where f = (f0, . . . , fn−1).

Remark 2.20. Note that when d > 1, the coordinates of f are themselves more than one-

dimensional. If you find this confusing, it may help you to think that

f = ((f1, . . . , fd), (f
′
1, . . . , f

′
d), . . . , (f

(n−1)
1 , . . . , f

(n−1)
d )).

While this may suggest we should use different notation for points in the canonically isomor-

phic spaces Rdn and (Rd)n, we will generally avoid doing so in this course.

For our purposes, this proposition means that we can often restrict attention to the first-

order case when proving theorems about ODEs. It does not mean that it is always best to view

specific higher-order ODEs through the lens of this reduction when working with examples,

as there are also significant advantages to working with functions with one-dimensional range.

Proof. The reasoning is no different than in the simple example we saw above. We can think

of the equation f ′ = F(t, f) governing the vector-of-vectors f = (f0, . . . , fn−1) as a system of

equations

f ′i = fi+1 i = 0, . . . , n− 2

f ′n−1 = F
(
t; f0(t), f1(t), f2(t), . . . , fn−1(t)

)
.

Solving the first part of this system is equivalent to fi being the ith derivative of f0 for each

1 ≤ i ≤ n− 1, so that f solves the entire system if and only if fi is the ith derivative of f0 for

each 1 ≤ i ≤ n− 1 and f = f0 satisfies the ODE f (n) = F (t, f, f ′, . . . , f (n−1)).
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Phase spaces in mechanics

For a ball in flight we could take the phase space to simply be the position and velocity

of the ball; more accurate treatment might include additional variables to keep track of

how the ball is spinning etc., so that phase space for the dynamics of a simple object

can be reasonably high-dimensional. If we considered the time evolution of a system of

n point-projectiles (without considering things like spin), the “obvious” way of writing

down the system would be as a 3n-dimensional second-order ODE, while the phase

space representation would be a first order ODE in 6n dimensions.

A further remark: Since the ODEs arising in classical mechanics are usually second-

order, the relevant phase spaces usually have an even number of dimensions, regardless

of how many degrees of freedom we are keeping track of in the system. Symplectic

geometry is an area of mathematics studying the abstract structure of even-dimensional

spaces (equipped with a notion of time-evolution) of the kind arising as phase-spaces

in classical mechanics.

Tangent bundles

Here we continue our discussion of geodesics on a surface from the last section. The

relevant phase space here is called the ‘unit tangent bundle’, and consists of all pairs

of a point in the surface and a unit tangent vector emanating from that point; the unit

tangent bundle of a surface in R3 can be thought of as a “three-dimensional object”

(technically speaking, a 3-dimensional manifold) living in R6. This space is not the full

phase-space of all solutions to the ODE, it is just a subspace describing the geodesics

inside the surface that are parameterised by arc-length. (The full tangent bundle, where

tangent vectors are not required to be unit vectors, is a four-dimensional object in R6.)

“Bundles” like this also arise naturally when one wants to define what it means to do

calculus or study ODEs “inside a surface” (or any other curved space) and are very

important both in mathematical subjects like geometry and topology and in general

relativity.

Exercise 16. Formulate and prove a version of Proposition 2.19 stating that every ODE can

be thought of as an autonomous first-order ODE in a higher dimension, i.e., an ODE of the

form f ′ = F (f), where there is no dependence on time on the right hand side. (Note: You

will want to use a different vector f than we used above.)
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2.5 Constant coefficient linear ODEs and matrix exponentiation

Let U ⊆ R be open and consider the nth order linear ODE defined by

f (n) + an−1f
(n−1) + · · ·+ a1f

′ + a0f = b

where a0, . . . , an−1, b : U → R. As usual, we can always think of an nth order ODE as a first

order ODE in phase space, which we can write in vector notation as

d

dt


f (n−1)

f (n−2)

...

f ′

f

 =


b− an−1f

(n−1) − · · · − a0f

f (n−1)

...

f ′′

f ′



=


b

0
...

0

0

+


−an−1 −an−2 · · · −a2 −a1 −a0

1 0 · · · 0 0 0
...

...
...

...
...

...

0 0 · · · 1 0 0

0 0 · · · 0 1 0




f (n−1)

f (n−2)

...

f ′

f

 . (2.2)

If we write f = (f (n−1), . . . , f), b = (b, . . . , 0), and write A for the n × n matrix given by

A1,j = −an−j and Ai,j = 1(j = i− 1) for each i ̸= 1, we can therefore express our linear ODE

in the very convenient form

f ′(t) = b(t) + A(t)f(t).

In particular, if the equation is homogeneous, meaning that b ≡ 0, we have the even simpler

form

f ′ = A(t)f(t).

We will focus on the homogeneous case for now and return to the inhomogeneous case later.

We now give an informal overview of how we will proceed; we will fill the details in later.

We know that if we have a homogeneous linear ODE with two solutions f1 and f2 then any

linear combination of f1 and f2 is also a solution. It follows that if the ai are continuously

differentiable, I is a non-trivial interval, and t0 ∈ I is such that there is a solution (I, f) to

the IVP f (n) + an−1f
(n−1) + · · · + a1f

′ + a0f = 0, f = x0 for every x0 ∈ Rn then, for each

t ∈ I, the map sending the initial condition x0 to the value of the solution to the relevant

IVP at t is linear! In other words, in this situation there will be a matrix valued function M

such that f(t) =M(t)f(t0) for every t, and this matrix-valued function must satisfy

(M(t)f(t0))
′ = A(t)M(t)f(t0).

Assuming for now that the usual rules of calculus apply to matrix-valued functions, this
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should be equivalent to M satisfying the ODE

M ′(t) = A(t)M(t).

At least superficially, this looks just like the one-dimensional ODE

f ′ = gf

which we saw had the solution

f = exp

[∫
g(s) ds

]
.

It’s therefore reasonable to hope that we can solve our matrix ODE in a similar way, so that

M(t) = exp

[∫
A(s) ds

]
and we will see that this can be done provided that the matrices A(t) all commute with each

other. Of course, a first step towards doing this should be to figure out what it means to

exponentiate a matrix!

Calculus with matrices and matrix exponentiation. We now apply the general

setup described in the previous section to do calculus with matrices. Let M(m,n) be the

space of n × m complex matrices, which describe complex linear maps Cn → Cm. We

also write M(n) = M(n, n). While this vector space has dimension nm as a complex vector

space, we will instead think of it as a real vector space of dimension 4nm. We will always

equip Cn with its usual Euclidean norm

∥(x1 + iy1, . . . , xn + iyn)∥ =

√√√√ n∑
i=1

(x2i + y2i )

and equip M(m,n) with the associated operator norm ∥ · ∥op.

We already know how to differentiate and integrate functions from (intervals in) R to

M(m,n) as a special case of our general constructions concerning finite-dimensional vector

spaces. To really do ‘calculus with matrices’ rather than just ‘calculus in vector spaces’ we

need the matrix version of the product rule.

Lemma 2.21. Let n,m, k be positive integers, let I be a non-trivial interval, and suppose

that A : I → M(m, k) and B : I → M(k, n) are differentiable. Then their product AB is

differentiable with derivative (AB)′ = A′B + AB′.

Proof. Apply the usual product rule to each entry (AB)i,j(t) =
∑

ℓAi,ℓ(t)Bℓ,j(t) to get that

(AB)′i,j =
∑
ℓ

A′
i,ℓBℓ,j + Ai,ℓB

′
ℓ,j = (A′B)i,j + (AB′)i,j
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for every 1 ≤ i ≤ m and 1 ≤ j ≤ n.

We next define matrix exponentiation by mimicking the usual exponentiation of numbers.

Given a square matrix A, we want to define a matrix-valued function etA that such that

1. e0A is the identity matrix, and

2. d
dt
etA = AetA for every t ∈ R.

Rather than immediately writing down the right definition, let us see how we could arrive

at it heuristically. Fix t > 0 and suppose that k is a very large integer. Since we want our

matrix eponential to satisfy d
dt
etA = AetA, we should have that

etA = e
k−1
k

tA +

∫ t

k−1
k

t

AesA ds ≈
(
1 +

t

k
A

)
e

k−1
k

tA,

where the (non-rigorous) estimate in the second line is saying that esA does not change much as

s varies between k−1
k
t and t. Applying the same estimates recursively yields (non-rigorously)

that

etA ≈
(
1 +

t

k
A

)2

e
k−2
k

tA ≈ · · · ≈
(
1 +

t

k
A

)k

and we can expand this estimate using the binomial theorem

etA ≈
k∑

i=0

(
k

i

)(
t

k

)i

Ai.

If we write the binomial coefficient as the ratio of k(k − 1) · · · (k − i) to i! and note that

k(k − 1) · · · (k − i)/ki → 1 as k → ∞ for each fixed i, assume that we can safely switch the

order of summation and limits, and assume that taking the limit as k → ∞ gives an exact

expression for etA, we get that

etA =
∞∑
i=0

(tA)i

i!
.

In other words, this non-rigorous calculation suggests that we should define matrix exponen-

tials by just ‘plugging a matrix in’ to the usual power series representation of exponentials of

numbers. Of course if we want to use this idea rigorously we should check that doing this a)

makes sense, and b) satisfies the properties we would like an exponential to have.

Lemma 2.22. Let A ∈ M(n) be a complex n× n matrix. The matrix exponential defined by

etA =
∞∑
n=0

(tA)n

n!

is well-defined for every t ∈ R in the sense that the infinite sum on the right hand side

converges for every t ∈ R.
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Proof. Since ∥(tA)i∥op ≤ |t|i · ∥A∥iop for every n ≥ 1 and t ∈ R, we have that

∞∑
i=0

∥∥∥(tA)i
i!

∥∥∥
op

≤
∞∑
i=0

|t|i∥A∥nop
i!

= e|t|·∥A∥op

for every t ∈ R. It follows that the series
∑∞

i=0
(tA)n

i!
converges to a matrix that has operator

norm at most e|t|·∥A∥op for every t ∈ R.

Lemma 2.23. Let A ∈ M(n) be a complex n × n matrix. Then the matrix exponential etA

commutes with every matrix that A commutes with for every t ∈ R. In particular, AetA =

etAA.

Proof. We will prove more generally that if (Bk)k≥1 is a sequence of matrices in M(n) that

all commute with some fixed matrix A ∈ M(n) and that converge to some matrix B then

A and B commute: The claim will follow by applying this to the sequence of partial sums∑k
i=0

(tA)i

i!
, which all commute with every matrix that A commutes with.

To prove this more general statement, we simply observe that

∥BA− AB∥op ≤ ∥BA−BkA∥op + ∥BkA− ABk∥op + ∥ABk − AB∥op
≤ ∥B −Bk∥op∥A∥op + 0 + ∥A∥op∥B −Bk∥op = 2∥A∥op∥B −Bk∥op

for every k ≥ 1, and since the right hand side tends to zero as k → ∞ it follows that

∥BA− AB∥op = 0 and hence that AB = BA as claimed.

Lemma 2.24. Let A ∈ M(n) be a complex n×n matrix. The matrix exponential etA defines

a smooth function R → M(n) with kth derivative (etA)(k) = AketA for every k ≥ 1.

We will deduce this lemma from some general theory that we will prove later in the course.

If I = [a, b] is a non-trivial closed bounded interval (bounded means a and b are finite) and

(V, ∥·∥) is a normed vector space we write C(I, V ) for the vector space of continuous functions

f : I → V equipped with the norm

∥f∥∞ := sup
t∈I

∥f(t)∥.

Theorem 2.25 (Differentiating term-by-term). Let I be a non-trivial closed bounded interval,

let (V, ∥ · ∥) be a finite-dimensional normed vector space, and let (fi)i≥1 be a sequence of

functions from I to V . Suppose that n ≥ 1 is such that fi is n-times differentiable for every

i ≥ 1, the series
∑∞

i=1 f
(m)
i (t) converges in V for each t ∈ I, and

∞∑
i=1

∥f (n)
i ∥∞ <∞.
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Then
∑∞

i=1 fi is n-times differentiable with

dm

dtm

∞∑
i=1

fi(t) =
∞∑
i=1

f
(m)
i (t)

for every 1 ≤ m ≤ n and t ∈ I.

We stress that we only require pointwise convergence for the first n − 1 derivatives, but

require the stronger condition of uniform convergence for the final derivative. We will prove

this theorem later in the course, after we finish our discussion of linear ODEs. Let us now see

how it implies Lemma 2.24.

Proof of Lemma 2.24. We can compute the kth derivative of the partial sums defining the

matrix exponential to be

N∑
i=0

dk

dtk
tiAi

i!
=

N∑
i=k

ti−kAi

(i− k)!
= Ak

N−k∑
i=0

tiAi

i!
.

The claim follows from Theorem 2.25 since if I is any closed bounded interval then

∞∑
i=0

∥∥ dk
dtk

tiAi

i!

∥∥
∞ ≤

∞∑
i=0

1

i!

(
∥A∥op · sup

t∈I
|t|

)i

<∞,

and since a function whose restriction to any closed bounded interval is smooth is smooth

everywhere.

Lemma 2.26 (Semigroup property). Let A ∈ M(n). Then etAesA = esAetA = e(t+s)A for

every s, t ∈ R. In particular, e−tA is the inverse of etA for every t ∈ R.

Proof. It suffices to prove that etAesA = e(t+s)A; the other equality follows by symmetry. We

first claim that e−tA is the inverse of etA for each t ∈ R. This is obvious when t = 0, in which

case both matrices are the identity. We can use the product rule together with Lemma 2.24

to compute that

(e−tAetA)′ = −Ae−tAetA + e−tAAetA = −Ae−tAetA + Ae−tAetA = 0,

where we used Lemma 2.23 in the second equality. Applying Lemma 1.1 to each entry of

e−tAetA shows that this matrix is equal to the identity, and the same proof shows this is also

true for etAe−tA.

We now prove the claim for general s and t. Fix s ∈ R and consider e−(t+s)AetAesA as a

function of t. Since e0·A is the identity, this function is the identity when t = 0. Using the
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product rule (Lemma 2.21), we can differentiate to obtain that

∂

∂t

[
e−(t+s)AetAesA

]
= −Ae−(t+s)AetAesA + e−(t+s)AAetAesA

= −Ae−(t+s)AetAesA + Ae−(t+s)AetAesA = 0

where we used Lemma 2.23 in the second equality. This implies the claim by similar reasoning

as before.

Theorem 2.27. Let A ∈ M(n), let I ⊆ R be a non-trivial interval, and let t0 ∈ I. Then

M : I → M(n) solves the ODE M ′ = AM if and only if M(t) = e(t−t0)AM(t0) for every

t ∈ I.

Proof of Theorem 2.27. The fact that e(t−t0)AM(t0) solves the ODE for each M(t0) ∈ M(n)

follows from Lemmas 2.21 and 2.24. Now suppose that M : I → M(n) is an arbitrary

solution. We can use the matrix product rule Lemma 2.21 to calculate

(e−tAM(t))′ = −Ae−tAM(t) + e−tAAM(t) = −Ae−tAM(t) + Ae−tAM(t) = 0,

where we used Lemma 2.23 in the second equality. Applying Lemma 1.1 to each entry of

e−tAM(t) implies that e−tAM(t) = e−t0AM(t0) for every t ∈ I, and the claim follows by

multiplying both sides on the left by etA.

Remark 2.28. It follows that if M(t0) commutes with A then M also solves the ODE M ′ =

MA. This is always the case in our application to phase space representations of constant

coefficient linear ODEs, where M(t0) is the identity. In general, the solutions to the ODE

M ′ =MA are of the form M(t0)e
(t−t0)A.

Corollary 2.29. Consider the constant-coefficient, homogeneous linear ODE

f (n) + an−1f
(n−1) + · · · a1f ′ + a0 = 0,

which can be written in matrix notation as f ′ = Af . For each non-trivial interval I ⊆ R and

t0 ∈ I, the function f : I → R solves the ODE if and only if

f(t) = e(t−t0)Af(t0)

for every t ∈ I, where =(f (n−1), f (n−2), . . . , f).

Proof. As usual, we first need to check that functions of the given form solve the ODE. If

x0 ∈ Rn, we have by the product rule that

d

dt

(
e(t−t0)Ax0

)
=

(
d

dt
e(t−t0)A

)
x0 + e(t−t0)A

d

dt
x0 = Ae(t−t0)Ax0,
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so that f = e(t−t0)Ax0 is indeed a solution to the ODE. To prove that these are the only

solutions, we can take an arbitrary phase-space solution f and differentiate e−tAf ; the details

are similar to before.

The holomorphic functional calculus and the heat equation

The fact that we can sensibly apply functions defined through power series to matrices

and preserve many of the properties that make these functions interesting as functions

R → R (as we have just done with exponentials) has many applications. One further

important example is the power series (1− x)−1 =
∑∞

n=0 x
n, which is explored in exer-

cise 17. One can also do similar things with “linear operators” on infinite dimensional

spaces, like the differentiation operator f 7→ f ′ or the Laplacian f 7→ ∆f . This is

known as the holomorphic functional calculus.

One paradigmatic example where these ideas arise is in the heat equation ∂
∂t
u(t, x) =

∆u(t, x). This is a PDE describing the time evolution of the function u(t, ·), which
describes the distribution of heat in a material. Appropriate infinite-dimensional ver-

sions of the ideas to those we have just explored let us express the solutions of the heat

equation as u(t, ·) = et∆u(0, ·), where the exponential et∆ is known as the heat kernel

and can be expressed in terms of the density of the Gaussian distribution (as you may

be familiar with from probability and statistics). Exponentials of linear maps on func-

tion spaces also arise in solutions to the wave equation and the Schrodinger equation,

making the holomorphic functional calculus very important in mathematically rigorous

treatments of quantum mechanics.

Exercise 17. Prove that if A ∈ M(n) with ∥A∥op < 1 then I − A is invertible with inverse∑∞
k=0A

k.

Exercise 18. Let A : [0,∞) → M(n) be a differentiable function. Prove that A satisfies the

semigroup property stating that A(0) is the identity and A(t+ s) = A(t)A(s) for all s, t ≥ 0

if and only if there exists L ∈ M(n) such that A(t) = etL for every t ≥ 0.

Semigroups and their generators

There are versions of the fact proven in exercise 18 that do not assume differentia-

bility of the semigroup and that apply in various infinite-dimensional settings: Look

up “Hille–Yosida theorem” and “Stone’s theorem on one-parameter unitary groups”

on Wikipedia if you are interested. These theorems are important in mathematical

quantum mechanics.

Exercise 19. Let n ≥ 1. Given an n× n matrix A ∈ M(n), define

sin(A) =
∞∑
n=0

(−1)n
A2n+1

(2n+ 1)!
and cos(A) =

∞∑
n=0

(−1)n
A2n

(2n)!
.
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1. Prove that these infinite series are well-defined, that sin(tA) and cos(tA) define differen-

tiable functions of t for each A ∈ M(n), and that these functions satisfy the identities

d

dt
sin(tA) = A cos(tA) and

d

dt
cos(tA) = −A sin(tA)

for every A ∈ M(n).

2. (Matrix Pythagoras.) Prove that sin(A)2 + cos(A)2 is equal to the identity matrix for

every matrix A.

3. Prove that every solution to the second-order matrix ODE M ′′ = −AM is of the form

cos((t− t0)A)M(t0) + sin((t− t0)A)M
′(t0).

Doing computations with matrix exponentials. We have now expressed the solutions

to constant-coefficient homogeneous linear ODEs in terms of matrix exponentials. Arguably,

however, this is only useful insofar as we can actually compute matrix exponentials!

The first case to consider is when the matrix A is diagonal, meaning that all its non-

diagonal entries are zero. In this case, Ak is also diagonal for every k ≥ 1 with entries

Ak
i,i = (Ai,i)

k, so that the matrix exponential etA is also diagonal with entries (etA)i,i = etAi,i .

Unfortunately the matrices arising in our original linear ODE problem are never diagonal!

This is not really a problem, however, provided that they are at least diagonalizable. Recall

that this means that there exists an invertible matrix C and a diagonal matrixD (i.e., a matrix

all of whose non-diagonal entries are zero) such that A = CDC−1. Indeed, if we can find such

matrices C and D then we have by induction that Ak = CDC−1CDk−1C−1 = CDkC−1 for

every k ≥ 1 and hence that

etA =
∞∑
k=0

tkAk

k!
=

∞∑
k=0

tkCDkC−1

k!
= C

 ∞∑
k=0

tkDk

k!

C−1 = CetDC−1,

where we used that the map M 7→ CMC−1 is continuous on M(n) to pull the conjugation

outside of the infinite series in the second equality. (Note that this equality holds for any two

conjugate matrices; we haven’t yet used that D is diagonal.) Since etD is easy to compute,

etA is reasonably easy also.

But when are matrices diagonalizable? As you will recall from Math 1, a matrix A ∈ M(n)

is diagonalizable if and only if there exists a basis of Cn consisting of eigenvectors10 for A,

i.e., vectors x such that Ax = λx for some λ ∈ C, where λ is known as the eigenvalue

associated to the eigenvector x. Indeed, we can think of the diagonal matrix D as expressing

the same linear transformation as A in terms of the basis of eigenvectors rather than the

basis we started with: If {vi} is a basis of eigenvectors with eigenvalues {λi} and C is the

10“Eigen” is a German word that is etymologically related to “own” in English. In this context it means
something more like “characteristic”.
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matrix describing the linear map that sends the standard basis vector ei (that has 1 in its ith

coordinate and 0 everywhere else) to vi then we can write A = CDC−1 with Di,i = λi.

Exercise 20. Let a0, . . . , an−1 be constants and consider the matrix A defined by A1,j =

−an−j and Ai,j = 1(j = i − 1) for each i ̸= 1, as arises in the phase-space representation of

a constant coefficient linear ODE. Prove that the eigenvalues of A coincide with the roots of

the polynomial λn + an−1λ
n−1 + · · ·+ a1λ+ a0 = 0.

Exercise 21. Let A be a matrix that encodes a constant coefficient linear ODE of the form

f (n) + an−1f
(n−1) + · · · + a1f

′ + a0f = 0 as f ′ = Af . Prove that if x ∈ Cn is an eigenvector

of A with eigenvalue λ then x = (λn−1c, λn−2c, . . . , λc, c) for some c ∈ C. Deduce that A is

diagonalizable if and only if it has n distinct eigenvalues.

Let’s see how we can use this theory to compute the solution to an ODE in a simple

example.

Example 2.30. The second-order ODE f ′′ = −f can be written as a first-order ODE in

phase space as (
f ′

f

)′

=

(
0 −1

1 0

)(
f ′

f

)
.

We can compute that this matrix has eigenvalues +i and −i with eigenvectors (i, 1) and (1, i)

respectively, and can therefore be diagonalized(
0 −1

1 0

)
=

(
i 1

1 i

)(
i 0

0 −i

)(
i 1

1 i

)−1

=
1

2

(
i 1

1 i

)(
i 0

0 −i

)(
i −1

−1 i

)
.

As such, we have that

exp

t(0 −1

1 0

) = −1

2

(
i 1

1 i

)(
eit 0

0 −e−it

)(
i −1

−1 i

)

=

(
eit+e−it

2
eit−e−it

2i

− eit−e−it

2i
eit+e−it

2

)
=

(
cos t sin t

− sin t cos t

)
.

Note that since the linear transformations(
x

y

)
7→

(
0 −1

1 0

)(
x

y

)
and x+ iy 7→ i(x+ iy)

are the same map after identifying R2 and C as real vector spaces by the isomorphism (x, y) 7→
x+ iy, the expression

exp

t(0 −1

1 0

) =

(
cos t sin t

− sin t cos t

)
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is really just Euler’s formula

eit = cos(t) + i sin(t)

in disguise! It follows that every solution to our ODE is of the form(
f ′(t)

f(t)

)
=

(
cos(t− t0) sin(t− t0)

− sin(t− t0) cos(t− t0)

)(
f ′(t0)

f(t0)

)
.

This example already illustrates a general principle: When solving real-valued ODEs, we

may have to diagonalize with complex eigenvalues, but these eigenvalues must always come in

complex conjugate pairs, and ultimately lead to trig functions appearing in our ODE solutions

as exactly as they did here.

Remark 2.31. As we saw in this example, we don’t actually have to compute the matrix C in

the diagonalization A = CDC−1 if we only want to find the space of all solutions. When A is

diagonalizable, it will always have a basis of solutions of the form

{eλt : λ a real eigenvalue} ∪ {eαt cos(βt) : α± iβ a complex conjugate pair of eigenvalues}
∪ {eαt sin(βt) : α± iβ a complex conjugate pair of eigenvalues},

so we know what the space of solutions is as soon as we’ve found the eigenvalues. On the

other hand, the matrix C is telling us how to pick out a particular element of this space as a

function of the initial conditions when solving the relevant IVP, since

f(t) = e(t−t0)Af(t0) = Ce(t−t0)DC−1f(t0).

Unfortunately, not every matrix is diagonalizable. Moreover, while a ‘generic’ matrix is

diagonalizable, non-diagonalizable matrices turn out to be very important in ODE. Indeed,

if we consider the simplest kth order ODE of all, namely

f (k) = 0

then the associated matrix

A =



0 0 0 · · · 0 0 0

1 0 0 · · · 0 0 0

0 1 0 · · · 0 0 0
...

...
...

...
...

...
...

0 0 0 · · · 1 0 0

0 0 0 · · · 0 1 0


is not diagonalizable! Indeed, this matrix is nilpotent, meaning that there exists m ≥ 1 such

that Am = 0 (in this case m = k+1). While nilpotent matrices are not diagonalizable (unless

they are the zero matrix), they are still easy to compute the exponential of: If N is nilpotent
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with Nm = 0 then

etN =
∞∑
i=0

ti

i!
N i =

m−1∑
i=0

ti

i!
N i

so that the matrix exponential etN is really just a polynomial! As such, if we exponentiate

the matrix A encoding the linear ODE f (k) = 0 we get that Am is the matrix with ones on

the mth subdiagonal and zeros everywhere else, so that

etA =



1 0 0 · · · 0 0 0

t 1 0 · · · 0 0 0
1
2
t2 t 1 · · · 0 0 0
...

...
...

...
...

...
...

1
(k−1)!

tk−1 1
(k−2)!

tk−2 1
(k−3)!

tk−3 · · · t 1 0
1
k!
tk 1

(k−1)!
tk−1 1

(k−2)!
tk−2 · · · 1

2
t2 t 1


.

As expected, the solution f(t) = e(t−t0)Af(t0) agrees with our usual way of solving this ODE.

Now, it turns out that every matrix can be written as the sum of a diagonalizable matrix

and a nilpotent matrix, letting us compute the exponential of any matrix in a reasonable way.

Indeed, every matrix A can be written in the Jordan normal form A = CJC−1 where C is

invertible and J is of the form

J =


J1

. . .

Jr

 where Ji =


λi 1

λi 1
. . . . . .

λi 1

λi

 ,

for some λ1, . . . , λr ∈ C, where all the parts of the matrices left blank represent entries that

are all zero. In particular, J can be written as the sum J = D + N where D is diagonal,

N is nilpotent, and D and N commute with each other. Once we have expressed a matrix

A = CJC−1 in Jordan normal form we can write

etA = CetJC−1 = C


etJ1

. . .

etJr

C−1.

To compute the exponential of each Jordan block etJi we will use the following lemma, whose

proof is left as an exercise.

Exercise 22. If A and B commute then etAetB = et(A+B) for every t ∈ R.

If the Jordan block Ji has length ki it can be written as the sum of λiIki , where Ik is the
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identity matrix of side-length k, and the standard nilpotent matrix of side-length ki,

Nki =


0 1

0 1
. . . . . .

0 1

0


which satisfies

etNi =



1 t 1
2
t2 · · · 1

(k−2)!
tk−2 1

(k−1)!
tk−1 1

k!
tk

0 1 t · · · 1
(k−3)!

tk−3 1
(k−2)!

tk−2 1
(k−1)!

tk−1

0 0 1 · · · 1
(k−4)!

tk−4 1
(k−3)!

tk−3 1
(k−2)!

tk−2

...
...

...
...

...
...

...

0 0 0 · · · 0 1 t

0 0 0 · · · 0 0 1


.

Since Nki and λiIki commute, we have that

etJi = etλiIkietNki = etλi



1 t 1
2
t2 · · · 1

(k−2)!
tk−2 1

(k−1)!
tk−1 1

k!
tk

0 1 t · · · 1
(k−3)!

tk−3 1
(k−2)!

tk−2 1
(k−1)!

tk−1

0 0 1 · · · 1
(k−4)!

tk−4 1
(k−3)!

tk−3 1
(k−2)!

tk−2

...
...

...
...

...
...

...

0 0 0 · · · 0 1 t

0 0 0 · · · 0 0 1


,

and we can express etA in terms of blocks of this form conjugated by the matrix C.

Exercise 23. Continuing from Exercise 21, prove that if we write A in Jordan normal form

then each Jordan block has a different associated eigenvalue. Prove moreover that the size

of each Jordan block is equal to the multiplicity of the corresponding root of the polynomial

λn+ an−1λ
n−1+ · · ·+ a0 = 0. (That is, if λ0 is an eigenvalue of A, then the size of the Jordan

block with eigenvalue λ is equal to the largest n such that (λ − λ0)
n divides the polynomial

λn + an−1λ
n−1 + · · ·+ a0 = 0.)

Note that if λ is an eigenvalue of the matrix A with eigenvector x then f = etλx must be

a solution to the ODE f ′ = Af . Writing this back in our original ODE notation and using

that (etλ)(m) = λmetλ for each m ≥ 0, this means that λ is a solution to the polynomial

λn + an−1λ
n−1 + · · ·+ a1λ+ a0 = 0.

Conversely, if λ solves this equation then eλt is a solution to the ODE and λ is an eigenvalue
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of A. When this polynomial has fewer than n distinct roots, A must be non-diagonalizable

by the above exercise, and f ′ = Af will therefore admit solutions that are either polynomials

or products of polynomials and (complex) exponentials.

Example 2.32. Consider the second-order homogeneous linear ODE

f ′′ + 2ζf ′ + f = 0.

In matrix notation this ODE reads

f ′ =

(
−2ζ −1

1 0

)
f .

We can compute the eigenvalues of this matrix by solving

det

(
−2ζ − λ −1

1 −λ

)
= λ2 + 2ζλ+ 1 = 0,

so that

λ = −ζ ±
√
ζ2 − 1.

If |ζ| > 1 then we have two distinct real eigenvalues, and so there must exist an invertible

matrix C such that

exp

t(−2ζ −1

1 0

) = C

e−(ζ−
√

ζ2−1)t 0

0 e−(ζ+
√

ζ2−1)t

C−1.

Without needing to actually compute what these matrices C are, we deduce that every solution

is of the form

f = αe−(ζ−
√

ζ2−1)t + βe−(ζ+
√

ζ2−1)t

for some complex numbers α and β such that the right hand side is real for every t ∈ R,
which is the case if and only if α and β are both real.

Similarly, if |ζ| < 1 then we have two distinct complex eigenvalues λ = −ζ ± i
√

1− ζ2

coming in a conjugate pair, and again we have that every solution is of the form

f =

(
αeit

√
1−ζ2 + βe−it

√
1−ζ2

)
e−ζt

for some complex numbers α and β such that the right hand side is real for every t ∈ R,
which now is the case if and only if α and β are complex conjugates of each other, so that

α = x + iy and β = x − iy for some x, y ∈ R. Recognizing this sum of complex-conjugate

exponentials as a sum of consine and sine functions, it follows that every solution is of the
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form

f =
[
α̃ cos(t

√
1− ζ2) + β̃ sin(t

√
1− ζ2)

]
e−ζt

for some real numbers α̃, β̃.

Finally, suppose that |ζ| = 1, so that λ = −ζ is the only eigenvalue. In this case there

must exist an invertible matrix C such that(
−2ζ −1

1 0

)
= C

(
−ζ 1

0 −ζ

)
C−1,

so that

exp

t(−2ζ −1

1 0

) = e−ζtC

(
1 t

0 1

)
C−1.

Thus, again without having to actually compute C, we can deduce that every solution must

be of the form

f = (α + βt)e−ζt

for some complex numbers α and β making the right hand side real for every t ∈ R, which is

the case if and only if α and β are both real.

A spring paradox? Before moving on, let us point out a hidden subtlety with what we

have just done. When ζ ≥ 0, the equation f ′′ + 2ζf ′ + f = 0 is the equation of motion of a

damped spring of mass and spring constant 1, with ζ describing the strength of the damping

(which you can think of as describing how ‘rigid’ the spring is). We have seen that our solution

to this equation looks very different depending on whether ζ is smaller than 1, equal to 1, or

larger than 1. Suppose we release our spring at time zero with f(0) > 0 and f ′ = 0. When

0 < ζ < 1, the spring oscilates around its resting state of zero, with oscillations of decaying

amplitude, while when ζ ≥ 1 it decays directly to zero without ever attaining a negative

displacement; the ζ > 1 and ζ = 1 cases are qualitatively similar but with a quantitatively

different form of decay at the special value ζ = 1.

Thus, our algebraic approach to solving the equations seems to suggest that these three

regimes are all very different in some sense. On the other hand, it seems likely that if we

performed this experiment with springs that had ζ = 0.99999999, ζ = 1, and ζ = 1.00000001

we would have a hard time telling the difference between the three springs without specialist

equipment. Of course our analysis above had hard math to back it up, whereas the thought

experiment we are now entertaining is just an appeal to intuition, but it is worth thinking

about what is going on here, and whether the two things are really in tension with each other

or not.

The resolution to this ‘paradox’ – that the solutions to the ODE should depend continu-

ously on the parameter ζ but it seems that the solutions we have given do not – comes from

the fact that the matrix C−1, which we did not compute, does not depend continuously
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on ζ! Indeed, it can’t possibly depend continuously on ζ since if it did we would get that

C−1

(
−ζ 1

0 −ζ

)
C =



−(ζ −
√
ζ2 − 1) 0

0 −(ζ +
√
ζ2 − 1)

 ζ ̸= 1−ζ 1

0 −ζ

 ζ = 1

is continuous in ζ, which it isn’t. Because we used the matrix C−1 to describe our solutions,

it is only natural that our description has an abrupt change as ζ passes through the special

value of 1, but this is not inconsistent with an observer making imperfect measurements of

the system being unable to tell the difference between a value of ζ very slightly smaller than

1 or very slightly larger than 1.

Exercise 24. For each ζ ≥ 0, let fζ be the solution to the ODE f ′′ + 2ζf ′ + f = 0 with

fζ(0) = 1 and f ′
ζ(0) = 0. Compute fζ and prove that the function ζ 7→ fζ |[0,1] defines a

continuous function from [0,∞) to C([0, 1],R).

Unfortunately, the solution to the matrix ODEM ′ = AM in terms of matrix exponentials

does not generalize readily to the setting of non-constant A. There is one nice condition under

which it does work:

Exercise 25. Let I ⊆ R be an open non-trivial interval, let t0 ∈ I and let A : I → M(n) be

continuous. Prove that if A(t) commutes with
∫ t

t0
A(s) ds for every s ∈ I then every solution

the matrix ODE M ′(t) = A(t)M(t) is of the form

M(t) = e
∫ t
t0

A(s) ds
M(t0)

for every t ∈ I.

Exercise 26 (Bonus problem). In this question, we will investigate what happens when we

slightly relax the assumption of commutativity from the previous exercise.

a. Given two martrices A and B, the commutator [A,B] is defined by [A,B] = AB −
BA. A linear subspace L of M(n) is said to be a Lie algebra if it is closed under

commutators, meaning that if A,B ∈ L then [A,B] ∈ L. Prove that the space N (n) ⊂
M(n) of n by n matrices that are 0 on and below the diagonal is a Lie algebra.

b. We say that a Lie algebra N ⊆ M(n) is nilpotent of step at most 1 if [A, [B,C]] = 0

for every A,B,C ∈ N . (Equivalently, if every element of the algebra commutes with

every commutator formed from elements of the algebra.) Prove that the Lie algebra

N (3) of 3 by 3 matrices with zeros on and below the diagonal is nilpotent of step at

most 1.
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c. Let A : R → N be a differentiable function from R to some Lie algebra N ⊆ M(n)

that is nilpotent of step at most 1. Prove that

d

dt
eA(t) =

(
A′ +

1

2
[A,A′]

)
eA(t).

(Hint: Using thatN is nilpotent of step at most 1, find a simple expression for AnBAm−
BAn+m for A,B ∈ N and integers n,m ≥ 0.)

d. Let A : R → N be a continuous function from R to some Lie algebra N ⊆ M(n)

that is nilpotent of step at most 1. Prove that the unique solution to the matrix ODE

M ′(t) = A(t)M(t) with M(0) equal to the identity is given by

M(t) = exp

[∫ t

0

A(s) ds− 1

2

∫ t

0

[∫ s

0

A(u) du,A(s)

]
ds

]
.

(Analogous facts are also true for step-s nilpotent Lie algebras, where the iterated commutator

[A1, [A2, [A3, · · ·As, [As+1, As+2]]] · · · ] = 0 vanishes for all A1, . . . , As+2. Examples include the

space of upper-triangular matrices in d + 2 dimensions with zeros on the diagonal. For such

algebras, solutions to the relevant ODEs also involve more iterated commutators. Without

any nilpotency assumptions, one can still write the solution for small times as an infinite

series of iterated commutators. Look up the Baker-Campbell-Hausdorff formula if you want

to learn more.)

2.6 The cookbook solution

I will now describe the standard algorithm for computing the solution to a constant coefficient

homogeneous linear ODE, which gives the same answer as going through matrix exponenti-

ation but can easily be performed “robotically” without knowing where the method comes

from. Suppose we want to solve a constant coefficient linear ODE

f (n) + an−1f
(n−1) + · · ·+ a0f ≡ 0.

We can do this via the following procedure.

1. First look for solutions of the form f = eλt, where λ is a complex number. This function

will solve the ODE if and only if λ is a root of the polynomial

λn + an−1λ
n−1 + · · ·+ a1λ+ a0 = 0.

(In fact the roots of this polynomial are precisely the eigenvalues of the matrix A in the

phase space representation f ′ = Af .) If this polynomial has complex roots, they must

come in complex-conjugate pairs λ = α ± iβ, and the corresponding real solutions are

eαt cos(βt) and eαt sin(βt).
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2. If we found n distinct roots in the first step, then the relevant exponentials and trig

functions span our whole space of real solutions, so we are done. If we do not have n

distinct eigenvalues, the roots of the polynomial λn+an−1λ
n−1+ · · ·+a1λ+a0 = 0 that

have multiplicity more than 1 will lead to solutions that are multiples of polynomials and

the (complex) exponentials written above, where the maximum degree of the polynomial

is equal to one minus the multiplicity of the root.

Example 2.33. Let’s consider the ODE f (3) = f . The eigenvalues of the relevant matrix

are the solutions to λ3 = 1, i.e., the third roots of unity 1, ei
2
3
π, and e−i 2

3
π. Writing ei

2
3
π =

−1
2
−

√
3
2
i, we deduce that the solutions to this ODE are of the form

Aet +Be−t/2 cos(

√
3

2
t) + Ce−t/2 sin(

√
3

2
t).

Notice how different initial conditions can lead to very different large-time behaviours accord-

ing to whether A = 0.

Example 2.34. Let’s consider the ODE f (3) − 6f (2) + 12f ′ − 8 = 0. The eigenvalues of

the relevant matrix are the solutions to λ3 − 6λ2 + 12λ − 8 = 0, which we can recognise as

(λ − 2)3 = 0. Thus, there is only one eigenvalue, 2, with multiplicity 3. Thus, the solutions

to the ODE are all of the form (A+Bt+ Ct3)e2t.

Example 2.35. Let’s consider the ODE f (8) − 6f (7) + 27f (6) − 68f (5) + 135f (4) − 150f (3) +

125f (2) = 0, whose associated polynomial can be factored λ2(λ− 1 + 2i)3(λ− 1− 2i)3. (This

is a contrived example, and I would not expect you to factor this polynomial by hand.) Thus,

there is one zero eigenvalue of multiplicity two and a complex conjugate pair of eigenvalues

each of multiplicity three. Every solution is of the form

A+Bt+ (C +Dt)et cos(2t) + (E + Ft)et sin(2t).

Exercise 27. Find all solutions f : R → R to the ODE f (2024) = f .

Exercise 28. Find all solutions f : R → R to the ODE f (4) + f (2) + f = 0.
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3 Existence, Uniqueness, and Regularity

Our next goal is to state and prove the most basic and important existence and uniqueness

theorem for first-order ODEs, the Picard-Lindelöf Theorem (a.k.a. Picard’s existence theorem,

a.k.a. the Cauchy–Lipschitz theorem).

Theorem 3.1 (Picard-Lindelöf – local, first-order version). Let Ω ⊆ R1+d be an open set and

let F : Ω → Rd be a continuous function for which there exists a constant M such that

∥F (t, x1)− F (t, x2)∥ ≤M∥x1 − x2∥ (3.1)

for every (t, x1), (t, x2) ∈ Ω. Then for each (t0, x0) ∈ Ω there exists ε > 0 such that if I is a

non-trivial closed interval containing t0 of length at most ε then the ODE f ′ = F (t, f) has a

unique solution on I with f(t0) = x0.

Note that this theorem is “local” in the sense that it only guarantees existence and unique-

ness of solutions on a possibly very small interval around the starting time. We will return

later to the issue of how big we can actually take the domain of our solutions to be.

Before we start working towards the proof of this theorem, some remarks are in order

about its statement. A function F defined on a subset Ω of Rd is said to be Lipschitz (or

Lipschitz continuous) if there exists a constant M such that ∥F (x) − F (y)∥ ≤ M∥x − y∥
for every x, y ∈ Ω; the hypothesis of the Picard-Lindelöf theorem can be expressed more

succinctly as the condition that F (t, x) is continuous in t and Lipschitz in x. Note that if

F : Ω → Rd is differentiable and has bounded partial derivatives in all directions (equivalently,

bounded total derivative in the operator norm) then it automatically satisfies this condition.

Remark 3.2. To see that the Lipschitz condition is needed for the uniqueness part of the

theorem to be true, consider the ODE f ′ = |f |2/3, which has two solutions with f(0) = 0

given by f ≡ 0 and f(t) ≡ 1
27
t3. For the existence part of the theorem it suffices for F to

be continuous, a fact known as the Peano existence theorem. We will not prove the Peano

existence theorem in this course.

Let us now start working towards the proof of the theorem. We will work with the

equivalent integral equation

f(t) = x0 +

∫ t

t0

F (s, f(s)) ds. (3.2)

The basic idea of the proof will be to construct a solution to the equation via what is called

Picard iteration: We start with f0 ≡ x0 and, at each step k ≥ 1, construct a new function

fk satisfying

f ′
k(t) = F (t, fk−1(t)) and fk(t0) = x0

by setting

fk(t) = x0 +

∫ t

t0

F (s, fk−1(s)) ds.
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It is plausible that if this sequence of functions converges to some function f then f should

satisfy (3.2) as required, and we will see that this is indeed the case. Moreover, we will see

that the function on the space of functions defined by

f 7→ x0 +

∫ t

t0

F (s, f(s)) ds (3.3)

tends to “push functions closer together”, so that if we were to iterate this map starting at

two different functions then they should converge to the same fixed point. But any solution to

the ODE is a fixed point of the map, and the solution to the ODE must therefore be unique!

Filling out the details of the proof will require introducing a few basic concepts that are

very important throughout analysis. If you take more courses in analysis you will develop

many of these concepts (metric spaces, completeness, Banach spaces, ...) in a systematic way.

Since that is not the purpose of this course, we will instead develop the relevant theory only in

the specific context we need it, although in fact the general proofs are not really any different.

3.1 The space of continuous functions

In order to start implementing the proof we just sketched rigorously, the first step will be to

introduce an appropriate space of functions on which to define the map (3.3), together with

a suitable notion of what it means for a sequence of functions to converge in this space.

For this we will need a generalization of the extreme value theorem. A subset11 V of Rn

is said to be closed if whenever (xn)n≥0 is a sequence in V converging to some point x ∈ Rn,

then x ∈ V . (That is, a set is closed if it contains all its limit points.)

Exercise 29. Prove that a subset V of Rn is closed if and only if its complement V \ Rn is

open. Prove that the only sets that are both open and closed in Rn are the whole set Rn and

the empty set ∅.

A subset V of Rn is said to be bounded if there exists C < ∞ such that V ⊆ {x ∈ Rn :

∥x∥ ≤ C}. (Here we take ∥ · ∥ to be the Euclidean norm, but the choice does not affect the

definition of being bounded.)

Theorem 3.3 (Multivariable extreme value theorem). Let V be a closed, bounded set in

Rn and let f : V → R be a continuous function. Then there exists x0 ∈ V such that

sup{f(x) : x ∈ V } = f(x0). In particular, sup{f(x) : x ∈ V } is finite.

Proof. This proof is similar to that of the single-variable version and is left as an exercise.

Exercise 30. Prove Theorem 3.3.

11It is traditional to denote open sets by U and closed sets by V . This does unfortunately clash with our
traditional notation for a vector space, but there are only so many letters in the alphabet.
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ε
ε

Figure 5: A continuous function f is graphed in black. A continuous function g satisfies
∥f − g∥∞ ≤ ε if and only if it stays between the two grey shifted copies of f . (Can you
explain why the ribbon of allowed functions looks narrower when the slope of f is steeper?)

Remark 3.4. A more sophisticated way to state this theorem is that “closed, bounded subsets

of Rn are compact”. This is often known as the Heine-Borel theorem.

Let V be a closed, bounded set in Rn for some n ≥ 1, and let C(V,Rm) be the space of

continuous functions from V to Rm. The uniform norm ∥ · ∥∞ on C(V,Rm) is the function

∥ · ∥∞ : C(V,Rm) → R defined by

∥f∥∞ = sup
x∈V

∥f(x)∥,

where ∥f(x)∥ denotes the Euclidean norm of f(x). The uniform norm ∥f∥∞ is finite for every

f ∈ C(V,Rm) by the extreme value theorem. Let’s now check in detail that it really does

define a norm on the vector space C(V,Rm). The only non-obvious thing we need to check is

that the triangle inequality holds:

Lemma 3.5 (The triangle inequality). Given n,m ≥ 1 and a closed, bounded set V ⊆ Rn the

inequality

∥f + g∥∞ ≤ ∥f∥∞ + ∥g∥∞

holds for every f, g ∈ C(V,Rm).

Proof. We have that

∥f + g∥∞ = sup
x∈V

∥f(x) + g(x)∥ ≤ sup
x∈V

(∥f(x)∥+ ∥g(x)∥)

≤ sup
x∈V

∥f(x)∥+ sup
y∈Ĩ

∥g(y)∥ = ∥f∥∞ + ∥g∥∞,

where the first inequality holds by the triangle inequality for the Euclidean distance on Rm.

We say that a sequence of functions (fn)n≥1 in C(V,Rm) converges uniformly to a

function f ∈ C(V,Rm) if ∥fn − f∥∞ → 0 as n → ∞. As before, we say that a sequence of
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functions (fn)n≥1 in C(V,Rm) is a Cauchy sequence (with respect to ∥ · ∥∞) if for every

ε > 0 there exists N <∞ such that ∥fn − fm∥∞ ≤ ε for every n,m ≥ N .

We will need to know that Cauchy sequences in C(V,Rm) always have limits.

Theorem 3.6. Let n,m ≥ 1 and let V ⊆ Rn be a closed, bounded set. If (fn)n≥1 is a Cauchy

sequence in C(V,Rm) then there exists f ∈ C(V,Rm) such that fn converges uniformly to f .

Proof. First note that for each x ∈ V , (fn(x))n≥1 is a Cauchy sequence in Rm (because

∥fn(x)− fm(x)∥ ≤ ∥fn− fm∥∞ for every x ∈ V ) and therefore converges to some limit, which

we may denote f(x). It suffices to prove that this defines a continuous function f : V → Rm

and that ∥fn − f∥ → 0 as n→ ∞. For each x ∈ V we have that

∥f(x)− fn(x)∥ = lim
m→∞

∥fm(x)− fn(x)∥

and hence that for each ε > 0 there exists N <∞ such that

∥f(x)− fn(x)∥ ≤ ε for every n ≥ N and x ∈ V . (3.4)

Let us now see why this implies continuity of f . Fix x ∈ R and ε > 0, and let n be such

that ∥f(y)− fn(y)∥ ≤ ε/3 for every y ∈ V . Since fn is continuous, there exists δ such that if

∥y − x∥ ≤ δ then ∥fn(y)− fn(x)∥ ≤ ε/3. Thus, if y ∈ V is any point satisfying ∥y − x∥ ≤ δ

then

∥f(y)− f(x)∥ ≤ ∥f(y)− fn(y)∥+ ∥fn(y)− fn(x)∥+ ∥fn(x)− f(x)∥ ≤ ε

3
+
ε

3
+
ε

3
= ε.

Since x ∈ V and ε > 0 were arbitrary this implies that f is continuous as claimed. Now that

we know f is continuous, we can rewrite (3.4) equivalently as the statement that for each

ε > 0 there exists N <∞ such that ∥f − fn∥∞ ≤ ε for every n ≥ N , so that ∥f − fn∥∞ → 0

as n→ ∞.

Remark 3.7. This theorem is usually stated as “spaces of continuous functions with the uni-

form norm are Banach spaces”, where a Banach space is normed vector space that is complete,

meaning that all its Cauchy sequences have limits. We avoid using this terminology here since

we don’t want to get into the general theory of such spaces. (You will do this if you take more

courses in analysis.)

Exercise 31. A sequence of functions (fn)n≥1 from [0, 1] to R is said to converge pointwise

to a function f : [0, 1] → R if fn(x) → f(x) for every x ∈ R. Prove that a pointwise limit of

continuous functions need not be continuous.

Now that we have a notion of distance on the space of continuous functions, we can make

sense of what it means for a function on this space to be continuous. If V ⊆ Rn is a closed,

bounded set and A is a subset of C(V,Rm), we say that a function ϕ : A → C(V,Rm) is

∥ · ∥∞-continuous (or continuous with respect to ∥ · ∥∞) at a function f ∈ A if for every
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ε > 0 there exists δ > 0 such that if g ∈ A satisfies ∥g − f∥∞ ≤ δ then ∥ϕ(g)− ϕ(f)∥∞ ≤ ε,

and say that ϕ is ∥ · ∥∞-continuous if it is continuous at every f ∈ A.

Lemma 3.8. Let I be a non-trivial closed bounded interval in R and let t0 be a point in I.

For each d ≥ 1 integration defines a function

∫ : C(I,Rd) −→ C(I,Rd)

f(t) 7−→
∫ t

t0

f(s) ds

that is continuous with respect to ∥ · ∥∞.

This proof will use the fact that∥∥∥∥∥
∫ b

a

f(s) ds

∥∥∥∥∥ ≤
∫ b

a

∥∥f(s)∥∥ ds
for any continuous function f : [a, b] → Rd. (Recall that the integral of a multivariable

function f : [a, b] → R is defined by integrating each coordinate separately.) If you haven’t

seen this inequality before you should convince yourself that it is true (e.g. using the definition

of the Riemann integral).

Proof of Lemma 3.8. For each function f ∈ C(I,Rd) let ∫f be the function defined by ∫f(t) =∫ t

t0
f(s) ds. For each f, g ∈ C(I,Rm) we have that

∥ ∫f − ∫g∥∞ = sup
t∈I

∥∥∥∥∥
∫ t

t0

f(s) ds−
∫ t

t0

g(s) ds

∥∥∥∥∥
≤ sup

t∈I

∣∣∣∣∣
∫ t

t0

∥f(s)− g(s)∥ ds

∣∣∣∣∣ ≤ sup
t∈I

|t− t0|∥f − g∥∞ ≤ |I| · ∥f − g∥∞

where |I| is the length of I, which is finite since I is bounded. (We have to put the absolute

values in after the first inequality to deal with the case t < t0.) This implies ∥ · ∥∞-continuity

of ∫ : For each ε > 0, if f, g ∈ C(I,Rd) satisfy ∥f−g∥∞ ≤ δ = ε/|I| then ∥ ∫ f−∫ g∥∞ ≤ ε.

Example 3.9. Let C1([0, 1],R) be the subset of C([0, 1],R) consisting of those functions

that are continuously differentiable. Then differentiation does not define a ∥ · ∥∞-continuous

function C1([0, 1],R) → C([0, 1],R): The functions 1
n
sin(nx) converge uniformly to the zero

function as n→ ∞ but their derivatives ( 1
n
sin(nx))′ = cos(nx) do not converge uniformly to

zero.

Term-by-term differentiation. We now have everything we need to go back and prove

Theorem 2.25, which we left unproven in our discussion of matrix exponentials. Strictly

speaking this requires versions of everything we have just done for functions taking values in

an arbitrary finite-dimensional vector space, but this follows from the Rd version.
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Proof of Theorem 2.25. This is just ∥ · ∥∞-continuity of integration in disguise! The same

proof we just also implies that integration defines a continuous function from C(I, V ) to itself

when V is any finite-dimensional vector space. That is, if we fix a base point t0 ∈ I then

f 7→
∫ t

t0

f(s) ds

defines a continuous function C(I, V ) → C(I, V ).

Now, the condition
∑∞

i=1 ∥f
(n)
i ∥∞ <∞ implies that the partial sums (

∑N
i=1 f

(n)
i )N≥1 form

a Cauchy sequence. The same proof we did earlier in the case V = Rd shows that every

Cauchy sequence in C(I, V ) converges to a limit in C(I, V ), and we can call the limit of these

partial sums g. Fix t0 ∈ I. Since (iterated) integrals are ∥ ·∥∞-continuous and (
∑N

i=1 f
(n)
i )N≥1

converges to g, we must have that
∑N

i=1 f
(m)
i (t) −

∑N
i=1 f

(m)(t0) converges (with respect to

∥ · ∥∞) to the (n − m)th iterated integral of g for each 0 ≤ n ≤ m as N → ∞. Since we

also have that the partial sums
∑N

i=1 f
(m)(t0) converge for each 0 ≤ m ≤ n by assumption,

it follows that, for each 0 ≤ m < n, the partial sums
∑N

i=1 f
(m)
i (t) converge (with respect to

∥ · ∥∞) to a function whose (n−m)th derivative is g as claimed.

Exercise 32. Let C1([0, 1]) be the space of continuously differentiable functions from [0, 1]

to R. Given f ∈ C1([0, 1]), define

∥f∥C1 = |f(0)|+ ∥f ′∥∞.

Prove that this is a norm. Prove that if (fn)n≥1 is a Cauchy sequence in C1([0, 1]) in the sense

that

lim
n→∞

sup
m≥n

∥fm − fn∥C1 = 0

then there exists a function f ∈ C1([0, 1]) such that ∥fn − f∥C1 → 0.

3.2 Proof of Picard-Lindelöf

Proof of Picard-Lindelöf. Fix (t0, x0) ∈ Ω. Since Ω is open, there exists δ > 0 such that the

box B of side-length 4δ centered at (t0, x0) is contained in Ω. Since this box is closed, there

exists a constant C such that ∥F (t, x)∥ ≤ C for every (t, x) ∈ B by Theorem 3.3. Let

ε = min

{
δ,

δ

2C
,

1

2M

}
.

The reason for this particular choice of ε will become apparent later in the proof; the basic

point is that the integral transformation Γ that we will iterate to find our solution is ‘more

continuous’ the smaller interval we take when defining it. Fix a closed interval I containing

t0 that has length at most ε; we need to prove that the IVP has a unique solution on I.
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2δ

2ε

I

R

(t0, x0)

B

Ω

Remark 3.10. If you were coming up with this proof for the first time, you would keep ε as

a variable and then figure out how small you need to take it at the end of the proof. When

writing up the proof it’s usually nicer to define it up front so that you are certain there’s no

circularity in the conditions defining how small it needs to be.

Step 1: Defining the map. Let R be the closed box of sidelength 2δ around x0, so that

I ×R ⊆ B ⊆ Ω. Let

C = {f ∈ C(I,Rd) : f(t0) = x0 and f(t) ∈ R for every t ∈ I}.

We claim that if f ∈ C then the function Γf defined by

Γf(t) = x0 +

∫ t

t0

F (s, f(s)) ds t ∈ I

also belongs to C . Clearly Γf is continuous and satisfies Γf(t0) = x0, so it suffices to prove

that Γf takes values only in R. To see this, note that, since ∥F∥ ≤ C on B we have that

∥Γf(t)− x0∥ ≤
∫ t

t0

∥F (s, f(s))∥ ds ≤ C|t− t0| ≤ δ

for every t ∈ I and hence that Γf(t) ∈ R for every t ∈ I as claimed. (This is why we made

sure ε ≤ δ/C when choosing ε > 0.) Thus, we have a well-defined function

Γ : C −→ C

f 7−→ x0 +

∫ t

t0

F (s, f(s)) ds.

Our next goal is to prove that this map tends to “push functions closer together” in an

appropriate sense.
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Step 2: The contraction property. We claim that if f1, f2 ∈ C then

∥Γf1 − Γf2∥∞ ≤ 1

2
∥f1 − f2∥∞. (3.5)

(The fact that we get 1/2 here isn’t very important; any constant strictly less than 1 would

work.) Indeed, for each t ∈ I we have by the Lipschitz assumption on F that

∥Γf1 − Γf2∥ ≤

∣∣∣∣∣
∫ t

t0

∥F (s, f1(s))− F (s, f2(s))∥ ds

∣∣∣∣∣ ≤M

∣∣∣∣∣
∫ t

t0

∥f1(s)− f2(s)∥ ds

∣∣∣∣∣
≤M(t− t0)∥f1 − f2∥∞ ≤ 1

2
∥f1 − f2∥∞,

where the final inequality holds since we took ε ≤ 1/2M .

Step 3: A Cauchy sequence via Picard iteration. Let f0 ∈ C be given by taking

f0 ≡ x0. For each n ≥ 1, we define fn ∈ C by fn = Γfn−1. We have by (3.5) that

∥fn+1 − fn∥∞ = ∥Γfn − Γfn−1∥∞ ≤ 1

2
∥fn − fn−1∥∞

for each n ≥ 1 and hence by induction that

∥fn+1 − fn∥∞ ≤ 2−n∥f1 − f0∥∞

for every n ≥ 0. It follows by the triangle inequality that

∥fm − fn∥ ≤
m−1∑
i=n

∥fi+1 − fi∥∞ ≤
m−1∑
i=n

2−i∥f1 − f0∥∞ ≤ 2−n+1∥f1 − f0∥∞

and hence that (fn)n≥1 is a Cauchy sequence in C(I,Rm). Thus, there must exist some

function f ∈ C(I,Rm) such that ∥f − fn∥∞ → 0 as n → ∞, and this function f must also

belong to C (proving this in detail is a nice simple exercise to get to grips with the ∥ · ∥∞
norm). Finally, we have that

∥Γf − f∥∞ ≤ ∥Γf − Γfn∥∞ + ∥Γfn − fn∥∞ − ∥fn − f∥∞

≤ ∥Γfn − fn∥∞ +
3

2
∥f − fn∥∞

for every n ≥ 1, and since the right hand side tends to zero as n → ∞ we must have that

∥Γf − f∥ = 0 and hence that Γf = f . In other words, f is a solution to the integral equation

(3.2) and hence to the ODE f ′ = F (t, f) on I with f(t0) = x0.

Step 4: Uniqueness. Suppose that f1, f2 ∈ C are both solutions to the ODE f ′ = F (t, f)

on I = [t0 − ε, t0 + ε] with f1(t0) = f2(t0) = x0. Then f1 and f2 both solve the integral

equation (3.2) and hence are fixed points of Γ in the sense that Γf1 = f1 and Γf2 = f2. But
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in this case we have that ∥f1 − f2∥∞ = ∥Γf1 − Γf2∥∞ ≤ 1
2
∥f1 − f2∥∞ which holds if and only

if ∥f1 − f2∥∞ = 0, if and only if f1 = f2. Thus, there is at most one solution f ∈ C to the

ODE satisfying f(t0) = x0.

Unfortunately this is not quite what we wanted to prove: we also need to rule out the

existence of solutions that don’t belong to C , i.e., that don’t take values in R. Ruling out

such a solution can be done similarly to how we proved that Γ : C → C took values in C .

Indeed, suppose that (I, f) is any solution to the integral equation (3.2). Since R is closed

and f is continuous, we can consider the largest possible closed interval [t−, t+] ⊆ I containing

t0 such that f(t) ∈ R for every t ∈ [t−, t+], defined by

t− = sup{t ≤ t0 : t /∈ I or f(t) /∈ R}
t+ = inf{t ≥ t0 : t /∈ I or f(t) /∈ R}.

Since f(t) ∈ R for every t ∈ [t−, t+], we have that if t ∈ [t−, t+] then

∥f(t)− x0∥ =

∥∥∥∥∥
∫ t

t0

F (s, f(s)) ds

∥∥∥∥∥ ≤
∫ t

t0

∥∥F (s, f(s))∥∥ ds ≤ C|t− t0| ≤
δ

2

since ε ≤ δ/2C. As such, neither f(t−) or f(t+) can belong to the boundary of R (which is

centered at x0 and has side lengths 2δ), and since f is continuous we must have that t− = inf I

and t0 = sup I, so that f takes values in R as desired.

3.3 Higher-order Picard-Lindelöf

Recall Proposition 2.19, which explained how for each nth order ODE with d-dimensional so-

lutions, there is a first-order ODE with nd-dimensional solutions whose solutions are naturally

in bijection with those of the original ODE. This proposition has the following consequence

when combined with Picard-Lindelöf.

Corollary 3.11 (Higher-order Picard-Lindelöf). Let Ω ⊆ R1+nd be a non-empty open set and

let F : I × Ω → Rd be a continuous function for which there exists a constant M such that

∥F (t,x)− F (t,y)∥ ≤M∥x− y∥ (3.6)

for every (t,x), (t,y) ∈ Ω. Then for each (t0,x0) ∈ Ω there exists ε > 0 such that if I is a

non-trivial closed interval of length at most ε containing t0 then the ODE f (n) = F (t, f) has

a unique solution on I with f (i)(t0) = x0,i for each 0 ≤ i ≤ n− 1.

Checking that this corollary follows from the first-order version of Picard-Lindelöf is left

as an exercise below.

Exercise 33. Let I ⊆ R be a non-trivial interval, let n ≥ 1, and let f : I → R and g : I → R
be n-times differentiable. Given a set S ⊆ I, we say that t ∈ I is an accumulation point of

S if there exists a sequence (tn)n≥1 in S \ {t} such that tn → t as n→ ∞.
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1. Prove that if S ⊆ I is such that f(s) = g(s) for every s ∈ S then f (m)(t) = g(m)(t) for

every accumulation point t of S in I and every m ≤ n. (Warning: an accumulation

point of S need not be an accumulation point of the set of accumulation points of S!)

2. Deduce that if f and g both satisfy the same nth order ODE f (n) = F (t, f, . . . , f (n−1))

on I, where F satisfies the hypotheses of the Picard-Lindelöf theorem, and are equal

on a set S that has an accumulation point in I then they are equal at every point of I.

(This is an ODE analogue of the identity principle in complex analysis.)

3. Deduce that if I is a closed, bounded interval then any two solutions to the same nth

order ODE of the form f (n) = F (t, f, . . . , f (n−1)) defined on I, where F satisfies the

hypotheses of the Picard-Lindelöf theorem, are either equal or coincide at at most

finitely many points. Is this true for I = R?

Exercise 34. Verify in detail that Theorem 3.1 (the Picard-Lindelöf Theorem) and Proposi-

tion 2.19 imply Corollary 3.11.

Exercise 35. Formulate and prove a precise version of the following statement: For every

1 ≤ m ≤ n, every nth order ODE for a function f taking values in Rd is equivalent to an mth

order ODE for a function g taking values in R(n−m+1)d.

3.4 Maximal solutions

The Picard-Lindeloöf theorem has the annoying feature that it only tells us about existence

and uniqueness of solutions locally, in a small interval around our starting time t0. We now

discuss the theory of maximal solutions, where we extend our solution to be defined on as big

an interval as possible.

We first need to introduce the appropriate “global” analogue of the Lipschitz condition

in the Picard-Lindelöf Theorem. Let Ω ⊆ Rn be a set. A function F : Ω → Rm is said to

be Lipschitz if there exists a constant M such that ∥F (x) − F (y)∥ ≤ M∥x − y∥ for every

x, y ∈ Ω. (Recall that we interpret this as a ‘bounded slope’ condition; we’ll interpret it in

terms of the derivative of F momentarily.) We say that F : Ω → Rm is locally Lipschitz

if for each x ∈ Ω there exists ε > 0 so that the restriction of F to {y ∈ Ω : ∥y − x∥ ≤ ε} is

Lipschitz. (In particular, Lipschitz functions are always locally Lipschitz.)

Proposition 3.12. If Ω ⊆ Rn is open and F : Ω → Rm is continuously differentiable then F

is locally Lipschitz. If the derivative of F is bounded then F is Lipschitz.

Proof. Let Ω ⊆ Rn be an open set and let F : Ω → Rm be continuously differentiable. For

any two points x, y ∈ Ω with x ≤ y we have that

∥F (x)− F (y)∥ =

∥∥∥∥∥
∫ 1

0

∂

∂t
F (x+ t(y − x)) dt

∥∥∥∥∥ ≤
∫ 1

0

∥∥∥∥ ∂∂tF (x+ t(y − x))

∥∥∥∥ dt.
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Now, using the chain rule, we have that

∂

∂t
F (x+ t(y − x)) =

[
DF (x+ t(y − x))

]
(y − x)

and hence that ∥∥∥∥ ∂∂tF (x+ t(y − x))

∥∥∥∥ ≤ ∥DF (x+ t(y − x))∥op∥y − x∥.

If F has bounded derivative, so that ∥DF (x)∥op ≤M for every t ∈ Ω and someM <∞, then

∥F (x)− F (y)∥ ≤M∥x− y∥

as claimed. More generally, since Ω is open, for each x ∈ Ω there exists ε > 0 such that the

closed ball B = {y : ∥y− x∥ ≤ ε} is contained in Ω. Since this set is closed and bounded and

the restriction of DF to this set is continuous, the supremum supy∈B ∥DF (y)∥op is finite, and

we have as above that

∥F (y)− F (z)∥ ≤ sup
y∈B

∥DF (y)∥op · ∥y − z∥

for every y, z ∈ B. Since x ∈ Ω was arbitrary, F is locally Lipschitz as claimed.

Example 3.13. The function f : R → R defined by f(x) = |x| is Lipschitz but not continu-

ously differentiable.

Example 3.14. The function f : R → R defined by f(x) = x2 is locally Lipschitz but not

Lipschitz.

Given an open set Ω ⊆ R1+nd and a function F : Ω → Rd, where we think of the first

coordinate as time, we say that F is locally space-Lipschitz if for every (t,x) ∈ Ω there

exists ε > 0 and M <∞ such that ∥F (s, z)−F (s,y)∥ ≤M∥z−y∥ for every (s,y), (s, z) ∈ Ω

with ∥(s,y)− (t,x)∥, ∥(s, z)− (t,x)∥ ≤ ε. (This terminology is not standard.) Being locally

space-Lipschitz is a weaker condition than being locally Lipschitz, so that every continuously

differentiable function is locally space-Lipschitz.

We now have everything we need to discuss the “global” version of Picard-Lindelöf. We

say that a solution (Ĩ , f̃) is an extension of a solution (I, f) if I ⊆ Ĩ and the restriction of

f̃ to I is equal to f . (In particular, every solution is an extension of itself.) We say that a

solution (I, f) is maximal if it has no extensions other than itself.

Theorem 3.15 (Global Picard-Lindelöf). Let Ω ⊆ R1+nd be an open set and let F : Ω → Rd

be a continuous, locally space-Lipschitz function. For each initial condition (t0,x0) ∈ Ω there

exists a unique maximal solution (Imax, fmax) to (IVP), which extends every other solution.

Moreover, the interval Imax is open.
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We begin by proving that we can always “glue together” two solutions to make a solution

defined on a bigger interval.

Lemma 3.16. Let Ω ⊆ R1+nd be an open set, let F : Ω → Rd be a continuous, locally space-

Lipschitz function, and let (t0,x0) ∈ Ω. If (I1, f1) and (I2, f2) are two solutions to (IVP) then

f1 and f2 coincide on I1 ∩ I2 and if we define a function f : I1 ∪ I2 → Rd by

f(t) =

f1(t) t ∈ I1

f2(t) t ∈ I2
(3.7)

then f is a solution to (IVP) that extends both (I1, f1) and (I2, f2).

Remark 3.17. A pretentious way to state this lemma is that the set of solutions to a given

(continuous, locally space-Lipschitz) ODE form a “sheaf”.

Proof of Lemma 3.16. Since F is locally space-Lipschitz, there exists a non-empty open set

U ⊆ Ω containing the point (t0, x0) such that the restriction of F (t,x) to U is Lipschitz in x.

As such, the Picard-Lindelöf Theorem implies that there exists ε > 0 such that (IVP) has a

unique solution on every non-trivial closed interval of length at most ε that contains t0, and

hence that the two solutions f1 and f2 coincide on I1 ∩ I2 ∩ [t0 − ε/2, t0 + ε/2]. Let

t+ = inf{t ≥ t0 : f1(t) ̸= f2(t) or t /∈ I1 ∩ I2}
t− = sup{t ≤ t0 : f1(t) ̸= f2(t) or t /∈ I1 ∩ I2}.

We want to prove that t+ = sup I1 ∩ I2 and that t− = inf I1 ∩ I2: This implies that f1 and f2
coincide on I1 ∩ I2 since they are both continuous.

We will prove that t+ = sup I1∩I2, the proof of the claim about t− being similar. Suppose

not, so that t+ < sup I1 ∩ I2. Since f1 and f2 are n-times differentiable, their first n − 1

derivatives are continuous and (t+, f1(t+), . . . , f
(n−1)
1 (t+)) = (t+, f2(t+), . . . , f

(n−1)
2 (t+)) ∈ Ω.

Since F is locally space-Lipschitz on Ω there exists a non-empty open set U ′ around this point

so that F is Lipschitz on U ′, and it follows by Picard-Lindelöf that there exists ε > 0 such

that f1 and f2 coincide on [t+ − ε, t+ + ε]. This contradicts the definition of t+, so that in

fact f1 and f2 coincide on I1 ∩ I2 as claimed.

It remains to verify that f is differentiable and satisfies (IVP). In general, if we glue

together two functions f1 and f2 that are defined on two non-trivial intervals I1 and I2 of

non-empty intersection I1 ∩ I2 and coincide on this interval as in (3.7), the only way for the

resulting function to not be n-times differentiable is for I1 and I2 to intersect at a single point

and for f to have distinct left and right mth derivatives at this point for some 1 ≤ m ≤ n. In

our case this cannot happen since the intervals I1 and I2 must both contain t0 and solutions

to (IVP) have specified mth derivatives at this point for every 1 ≤ m ≤ n. Thus, f is n-times

differentiable and satisfies (IVP) since f1 and f2 both do.
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Proof of Global Picard-Lindelöf. Since F is locally space-Lipschitz, there exists a non-empty

open set U ⊆ R1+nd containing the point (t0,x0) such that the restriction of F (t,x) to U is

Lipschitz in x. It follows from Picard-Lindelöf that there is at least one solution (I, f) of

(IVP). To define a maximal solution, we first take the maximal interval

Imax =
⋃{

I : (I, f) is a solution of (IVP)
}
.

(Note that if a unique maximal solution exists then its domain must be given by this expres-

sion!) We define a function fmax : Imax → Rd by, for each x ∈ Imax, picking a solution (I, f)

to (IVP) with x ∈ I, one of which must exist by definition of Imax, and taking fmax(x) = f(x)

– Lemma 3.16 implies that the choice of solution (I, f) does not affect the value of fmax(x)!

For each x ∈ Imax and each solution (I, f) to (IVP) with x ∈ I we have moreover that the

restriction of fmax coincides with f , and it follows that fmax is n-times differentiable and is a

solution to (IVP). Since (Imax, fmax) extends every solution to (IVP), it is the unique maximal

solution to (IVP).

We now prove that Imax is open. If Imax is not open, then either sup Imax < ∞ and

sup Imax ∈ I or inf Imax > −∞ and inf Imax ∈ I (or both). We will rule out the case that

sup Imax ∈ Imax, the case that inf Imax ∈ Imax being similar. Suppose that (I, f) is a solution to

(IVP) with sup I ∈ I. Write sup I = b. Since F is locally Lipschitz, there exists a non-empty

open set U ′ ⊆ Ω containing the point (b, f(b), . . . , f (n−1)(b)) such that the restriction of F (t,x)

to U ′ is Lipschitz in x. As such, the Picard-Lindelöf theorem implies that there exists ε > 0

and a solution g to the ODE g(n) = F (t, g, . . . , g(n−1)(t)) defined on (b − ε, b + ε) satisfying

(g(b), g′(b), . . . , g(n−1)(b)) = (f(b), f ′(b), . . . , f (n−1)(b)). Thus, if we let Ĩ = I ∪ (b − ε, b + ε)

then the function f̃ : Ĩ → Rd defined by

f̃(x) =

f(x) x ∈ I

g(x) x ∈ Ĩ \ I

in n-times differentiable and satisfies the (IVP). It follows that any solution (I, f) to (IVP)

such that sup I ∈ I admits a non-trivial extension (i.e., an extension that is not equal to (I, f)

itself), and hence that sup Imax /∈ Imax.

Remark 3.18. If we consider an ODE rather than an IVP, the Global Picard-Lindelöf theorem

implies that if F is locally space-Lipschitz then there is exactly one maximal solution passing

through each phase-space point (t0,x0), which extends every other solution passing through

this point. Indeed, “passing through this point” is equivalent to solving an appropriate IVP!

Exercise 36. Let Ω ⊆ R1+nd be an open set, let F : Ω → Rd be a continuous, locally space-

Lipschitz function, let (t0,x0) ∈ Ω and let (I, f) be a maximal solution to (IVP). Prove that

there must exist a sequence (tk) in I with tk → sup I such that (tk, f(tk), f
′(tk), . . . , f

(n−1)(tk))

either has a coordinate converging to infinity or converges to a point that does not belong to

Ω. In other words, a solution can only fail to be extended if it blows up or leaves the domain
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of definition of the ODE.

3.5 Autonomous equations

Before moving on, let us briefly discuss autonomous equations. As we briefly mentioned back

at the beginning of the course, an autonomous ODE is one of the form

f (n) = F (f, f ′, . . . , f (n−1)),

i.e., where the right hand side does not directly depend on the dependent variable t. An

important property of autonomous ODEs is that if the function t 7→ f(t) solves an autonomous

ODE then so does the ‘time-shifted’ function t 7→ f(t− t0) for every t0 ∈ R.
When the hypotheses of Global Picard-Lindelöf are satisfied, there is an easy way to check

that we’ve found all solutions to an autonomous ODE:

Theorem 3.19 (Solving autonomous equations by shifting). Let Ω ⊆ Rnd be open, let F :

Ω → Rd be locally space-Lipschitz, and suppose that S is a set of maximal solutions to the

equation f (n) = F (f, . . . , f ′). If for each x0 = (x0,0, . . . , x0,n) ∈ Ω there exists (I, f) ∈ S and

t ∈ I such that (f(t), . . . , f (n−1)) = x0 then every maximal solution to f (n) = F (f, . . . , f (n−1))

is of the form (I + t0, f(t − t0)) for some t0 ∈ R and (I, f) ∈ S where the shifted interval

I + t0 is defined by I + t0 = {t+ t0 : t ∈ I}.

In other words, if we have enough maximal solutions to visit every point of the phase space

in which the autonomous ODE f (n) = F (f, . . . , f (n−1)) is defined, then every other maximal

solution can be found by ‘time-shifting’ one of these solutions.

Proof. First note that if (I, f(t)) is a maximal solution to the ODE then so is (I+t0, f(t−t0))
for each t0 ∈ R: That it is a solution follows since the mth derivative of the time-shift of a

function is always equal to the time-shift of the mth derivative of that function. That it is

maximal follows since if it weren’t then we could define a non-trivial extension of (I, f(t)) by

time-shifting back the non-trivial extension of (I+ t0, f(t− t0)). The fact that every maximal

solution is a time-shift of a solution in S follows by Global Picard-Lindelöf (applied to the

function F̃ : R × Ω defined by F̃ (t, x) = F (x)) since this set of maximal solutions includes

one going through each possible initial condition (t0, x0) ∈ R× Ω.

In particular, if we have a solution f : R → R to a first-order, one-dimensional autonomous

ODE f ′ = F (f) that F is locally space-Lipschitz on R and f is a bijection, then every maximal

solution to this equation is of the form (R, f(t− t0)) for some t0 ∈ R.

3.6 Smoothness of solutions

Part of our definition of what it meant for a function to be a solution of an nth order ODE

was for it to be n-times differentiable. In fact, we can often guarantee from first principles

that solutions to ODEs are smooth:
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Proposition 3.20. Let Ω ⊆ R1+nd be open and let F : Ω → Rd be k-times differentiable. If

(I, f) is a solution to the ODE f (n) = F (t, f, . . . , f (n−1)) then f is k + n-times differentiable.

In particular, if F is smooth then f is smooth.

Proof. We will prove that f is m + n-times differentiable for every 0 ≤ m ≤ k by induction

on m. The base case m = 0 holds by assumption. Let 0 < m ≤ k and suppose that f is

(n +m− 1)-times differentiable, in which case the function mapping t to (t, f, . . . , f (n−1)) is

m times differentiable. The (multivariable) chain rule implies that the composition of two

m-times differentiable functions is differentiable, and since F is m-times differentiable by

assumption it follows that F (t, f, . . . , f (n−1)) is m-times differentiable. This completes the

proof of the induction step since f (n) = F (t, f, . . . , f (n−1)).

Exercise 37. Give an example where F is Lipschitz but not differentiable, and the solution

to the first-order autonomous ODE f ′ = F (f) is not twice-differentiable.

Later we will prove that solutions to ODEs are often real analytic, a much stronger con-

dition than being smooth.

3.7 Dependence of solutions on coefficients and initial conditions

We now study the dependence of solutions to ODEs on their initial conditions and coefficients.

We will not prove the most general version of these theorem that we possibly could; there

are also versions that only require F to be locally space-Lipschitz. The version that we

now state is sufficiently general to handle all linear ODEs (even if they have non-constant

coefficients). Note that the part of the theorem that rules out finite-time blow-up (unless the

ODE becomes undefined) really is specific to the case that F is space-Lipschitz rather than

locally space-Lipschitz.

Proposition 3.21 (Continuity of solutions as functions of their initial conditions). Suppose

that I ⊆ R is a non-trivial open interval and that F : I ×Rnd → Rd is a continuous function

such that for each closed, bounded interval J ⊆ I, the restriction of F to J is space-Lipschitz

in the sense that there exists M(J) <∞ such that ∥F (t,x)−F (t,y)∥ ≤M∥x− y∥ for every

t ∈ R and x,y ∈ Rnd. Then every maximal solution to the ODE f (n) = F (t, f, . . . , f (n−1)) has

domain I. Moreover, if J ⊆ I is a closed, bounded interval containing the point t0 and (I, f)

and (I, g) are the unique solutions passing through the points (t0,x0) and (t0,y0) for some x0

and y0 in Rnd then

∥f(t)− g(t)∥ ≤ eM(J)|t−t0|∥x0 − y0∥

for every t ∈ J .

In other words, solutions to space-Lipschitz ODEs that start within distance ε of each

other remain close until time at least of order log 1/ε.

Example 3.22. The ODE f ′ = f is Lipschitz with constant M = 1. The solutions to this

ODE starting at 0 and ε at time 0 are 0 and εet respectively, and show that the inequality of

Proposition 3.21 cannot be improved.
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This proposition has the following corollary.

Corollary 3.23 (No finite-time blow-up for linear ODEs). Let I be an open interval and

suppose that an−1, . . . , a0, b : I → R are continuous. Then every x0 ∈ Rn and t0 ∈ I, there is

a unique maximal solution to the ODE f (n) + an−1f
(n−1) + · · · a1f ′ + a0f = b with f(t0) = x0,

and this maximal solution has domain I.

We will prove this proposition using Grönwall’s inequality, an elementary lemma that is

very useful throughout the study of ODEs.

Lemma 3.24 (Grönwall’s inequality). Let I be a non-trivial interval, let t0 ∈ I, and suppose

that f, g, h : I → R are continuous functions such that f is differentiable and

f ′(t) ≤ h(t) + g(t)f(t)

for every t ≥ t0 in I. Then

f(t) ≤ exp

[∫ t

t0

g(s) ds

]f(t0) + ∫ t

t0

exp

[
−
∫ s

t0

g(x) dx

]
h(s) ds


for every t ≥ t0 in I. In other words, functions satisfying the differential inequality f ′(t) ≤
h(t) + g(t)f(t) are bounded by solutions to the differential equation f ′(t) = h(t) + g(t)f(t).

Proof. Define u(t) = exp
[
−
∫ t

t0
g(t)

]
. Then we have by the chain rule, product rule, and

fundamental theorem of calculus that

(fu)′ = f ′u− gfu = u(f ′ − gf) ≤ uh

where we used the inequality f ′ ≤ h + fg (together with the fact that u is non-negative) in

the final inequality. It follows by the fundamental theorem of calculus that

f(t)u(t)− f(t0)u(t0) =

∫ t

t0

(fu)′ ds ≤
∫ t

t0

u(s)h(s) ds,

which is equivalent to the claim since u(t0) = 1.

Unfortunately, the main thing we would like to “apply” Grönwall to is ∥f∥, which is not

differentiable. As such, it will be useful to have an “integral” version of Grönwall that does

not require differentiability of f . (On the other hand, this integral version will require that g

is non-negative, which was not needed for the differential version.)

Lemma 3.25 (Grönwall’s inequality, integral form). Let I be a non-trivial interval, let t0 ∈ I,

and suppose that f, g : I → R are continuous functions such g is non-negative and

f(t)− f(t0) ≤
∫ t

t0

h(s) + g(s)f(s) ds
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for every t ≥ t0 in I. Then

f(t) ≤ exp

[∫ t

t0

g(s) ds

]f(t0) + ∫ t

t0

exp

[
−
∫ r

t0

g(x) dx

]
h(s) ds


for every t ≥ t0 in I.

Proof. Consider the function v(t) defined by

v(t) = exp

[
−
∫ t

t0

g(s) ds

]∫ t

t0

g(s)f(s) ds.

We can differentiate v using the product rule, chain rule, and fundamental theorem of calculus

to obtain that

v′(t) = −g(t) exp

[
−
∫ t

t0

g(s) ds

]∫ t

t0

g(s)f(s) ds+ g(t)f(t) exp

[
−
∫ t

t0

g(s) ds

]

= g(t) exp

[
−
∫ t

t0

g(s) ds

]
·

(
f(t)−

∫ t

t0

g(s)f(s) ds

)
.

Using the assumption that g is non-negative, we obtain that

v′(t) ≤ g(t) exp

[
−
∫ t

t0

g(s) ds

](
f(t0) +

∫ t

t0

h(s) ds

)

and hence that

v(t) = v(t)− v(t0) ≤
∫ t

t0

g(r) exp

[
−
∫ r

t0

g(s) ds

](
f(t0) +

∫ r

t0

h(s) ds

)
dr

= − exp

[
−
∫ t

t0

g(s) ds

](
f(t0) +

∫ t

t0

h(s) ds

)
+ f(t0) +

∫ t

t0

exp

[
−
∫ r

t0

g(s) ds

]
h(r) dr,

where we used integration by parts in the second line. It follows by definition of v(t) that

∫ t

t0

g(s)f(s) ds = v(t) exp

[∫ t

t0

g(s) ds

]
≤ −

∫ t

t0

h(s) ds− f(t0)

+ exp

[∫ t

t0

g(s) ds

]
f(t0) + exp

[∫ t

t0

g(s) ds

]∫ t

t0

exp

[
−
∫ r

t0

g(s) ds

]
h(r) dr
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and hence that

f(t) ≤ exp

[∫ t

t0

g(s) ds

]f(t0) + ∫ t

t0

exp

[
−
∫ r

t0

g(s) ds

]
h(r) dr


as claimed.

Let us now prove Proposition 3.21.

Proof of Proposition 3.21. We first prove the claim that maximal solutions are defined on I.

It suffices to prove that if t0 ∈ I then every maximal solution defined on an interval containing

t0 has domain containing J for every closed, bounded interval contained in I and containing

t0. Fix t0 and J and let M = M(J). Let (I ′, f) be a solution to the ODE with t0 ∈ I ′ and

let f = (f, f ′, . . . , f (n−1)) be the corresponding phase space solution. Then

∥f(t)− f(t0)∥ = ∥
∫ t

t0

F(s, f(s)) ds∥ ≤

∣∣∣∣∣
∫ t

t0

∥F(s, f(s))∥ ds

∣∣∣∣∣
where F is the phase-space version of F . It follows from the triangle inequality that F is

space-Lipschitz whenever F is, with the same constant M . As such, we can bound

∥F(s, f(s))∥ ≤ ∥F(s, f(t0))∥+M∥f(t)− f(t0)∥

for every t ∈ I ′ ∩ J . As such, we can apply the integral form of Grönwall’s inequality (with

h(t) = ∥F(t, f(t0))∥ and g(t) ≡M) to deduce that

∥f(t)− f(t0)∥ ≤ eM(t−t0)

∫ t

t0

e−M(s−t0)∥F(s, f(t0))∥ ds

for every t ≥ t0 in I ′ ∩ J . Applying the same argument to f(−t) yields more generally that

∥f(t)− f(t0)∥ ≤ eM |t−t0|

∣∣∣∣∣
∫ t

t0

e−M |s−t0|∥F(s, f(t0))∥ ds

∣∣∣∣∣ (3.8)

for every t ∈ I. The only important feature of this inequality for our current purposes is that

∥f(t)∥ is bounded by a continuous function that is defined on all of I, and hence is bounded

on J . Since there is no special role for t0 in this inequality, we obtain more generally that

∥f(t2)− f(t1)∥ ≤ eM |t2−t1|

∣∣∣∣∣
∫ t2

t1

e−M |s−t1|∥F(s, f(t1))∥ ds

∣∣∣∣∣ (3.9)

for every t1, t2 ∈ J .

To use this inequality, we will need the following elementary fact.
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Exercise 38. Let (V, ∥ · ∥) be a normed vector space and let a < b be real numbers. If

f : (a, b) → V is n-times continuously differentiable and the limits limt↑b f(t) and limt↑b f
(m)(t)

exist for every 1 ≤ m ≤ n, then the extension of f to (a, b] defined by taking f(b) = limt↑b f(t)

is n-times continuously differentiable.

We will prove that if (I ′, f) is maximal then sup J ∈ I ′, the proof that inf J ∈ I ′ being

similar. It suffices to prove that if sup J /∈ I ′ then the solution (I ′, f) is not maximal. Suppose

to this end that sup J /∈ I ′, and let t+ = sup I ′ ≤ sup J . It follows from (3.9) that ∥f(t)∥
is bounded on [t0, t+], and since F is continuous on I × Rnd it follows by the extreme value

theorem that ∥F(s, f(t))∥ is bounded on the set {(s, t) : t0 ≤ s, t < t+}. Letting C be the

maximum of ∥F(s, f(t))∥ on this set, it follows from (3.9) that

∥f(t2)− f(t1)∥ ≤ CeM |t2−t1|

∣∣∣∣∣
∫ t2

t1

e−M |s−t1| ds

∣∣∣∣∣ ≤ CeM |t2−t1||t2 − t1|

for every t0 ≤ t1 ≤ t2 < sup I. Since the right hand side is small when |t2−t1| is small, it follows

that the limit limt↑t+ f(t) is well-defined. Since F is continuous, limt↑t+ f
(n) = limt↑t+ F (t, f(t))

is also well-defined and equal to F (t+, limt↑t+ f(t)). As such, we can extend f to the interval

I ′ ∪ {t+} by setting f(t+) = limt↑t+ f(t), which yields a solution to the ODE defined on this

larger interval by the above exercise. This shows that (I ′, f) was not maximal, completing

the proof.

It remains to prove the claim concerning stability with respect to initial conditions. Let

(I, f) and (I, g) be the two maximal solutions passing through the points (t0,x0) and (t0,y0)

respectively, let f and g be the corresponding phase-space solutions, and let J be a closed,

bounded interval contained in I and containing t0. Writing M =M(J), we have that

∥f(t)− g(t)∥ =

∥∥∥∥∥
∫ t

t0

F(s, f(s))− F(s,g(s)) ds

∥∥∥∥∥
≤

∣∣∣∣∣
∫ t

t0

∥∥F(s, f(s))− F(s, g(s))
∥∥ ds∣∣∣∣∣ ≤M

∣∣∣∣∣
∫ t

t0

∥f(s)− g(s)∥ ds

∣∣∣∣∣
for every t ∈ J , and applying the integral form of Grönwall yields that

∥f(t)− g(t)∥ ≤ eM |t−t0|∥f(t0)− g(t0)∥

for all t ∈ J with t ≥ t0. An analogous inequality holds also for t ≤ t0 by similar reasoning.

This is stronger than the claimed inequality.

We stress again that the proposition we have just proved is just one particularly simple

instance of a “continuity of the solution as a function of the initial condition” result; one can

also prove similar theorems under the weaker assumption that the function is only locally

space-Lipschitz.
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We next deduce a similar theorem about continuous dependence of solutions on the func-

tion Fa. Again, the version we are stating here is not the most general theorem you could

prove to this effect.

Proposition 3.26 (Continuity of solutions as functions of coefficients). Suppose that I ⊆ R
is a non-trivial open interval, and that for each a ∈ Rm we have a continuous function

Fa : I × Rnd → Rd. Suppose further that for each closed bounded interval J ⊆ I there

exists M(J) < ∞ such that ∥Fa(t,x) − Fb(t,y)∥ ≤ M(J)∥(x, a) − (y, b)∥ for every t ∈ J ,

x,y ∈ Rnd, and a, b ∈ Rm. If (I, f) and (I, g) are the unique maximal solutions to the ODEs

f (n) = Fa(t, f, . . . , f
(n−1)) and g(n) = Fb(t, g, . . . , g

(n−1)) passing through the point (t0,x0) for

some x0 in Rnd and a, b ∈ Rm then

∥f(t)− g(t)∥ ≤ eM |t−t0|∥a− b∥

for every t ∈ R.

Proof. Consider the first-order, (nd+m)-dimensional ODE (f , a)′ = (Fa(t, f), 0), where Fa is

the phase-space version of Fa. The solutions to this ODE have a constant value of their second

coordinate a, and are in bijection with the solutions to the original ODE; the constant second

coordinate encodes the parameter a in the function Fa. As such, the proposition follows from

Proposition 3.21.

Remark 3.27. A different way to prove stability under changing coefficients and initial con-

ditions is using the Arzela-Ascoli theorem, which gives conditions under which a sequence of

continuous functions has subsequential limits in the uniform norm. Using this theorem, one

shows that if one has a convergent sequence of initial conditions and a convergent sequence of

functions encoding the ODE, then the solutions to the relevant IVP must have a subsequential

limit, and that any such subsequential limit must be a solution to the limiting IVP. Under

the hypotheses of Picard-Lindelöf this solution is unique, so that in fact the solutions to the

IVPs in the sequence really do converge to the solution of the limiting IVP. One complication

in doing this is that one must define all relevant “spaces of solutions” in a way that accounts

for the fact that different solutions might have different domains, even when these solutions

are maximal. Note that this proof method is more general than ours, but does not provide

quantitative estimates on how close the two solutions must be to each other.

3.8 Inhomogeneous linear ODEs and Duhamel’s principle

Let us now consider the case of inhomogeneous linear ODEs

f (n) + an−1f
(n−1) + · · ·+ a1f

′ + a0f = b

for some functions an−1, . . . , a0 and b. As before, we can write this equation in the form

f ′ = Af + b
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Recall that if f is any (phase-space) solution to this ODE, then every other solution can be

written in the form f + g, where g is a solution to the homogeneous ODE g′ = Ag. As

such, to solve inhomogeneous linear ODEs we just need to be able to solve the corresponding

homogenenous linear ODE and be able to find one solution to the inhomogeneous ODE. This

is often called finding a particular solution. In practice, the best way to do this is often

“by inspection”, i.e. just guessing a particular solution based on your experience solving

ODEs. In this section we will discuss a systematic way to find a particular solution known as

Duhamel’s principle.

Before discussing Duhamel’s principle, let us mention that is is usually possible to think of

inhomogeneous linear ODEs as a kind of homogeneous linear ODE in one higher dimension,

provided that log b is well-defined and differentiable. For example, if b is constant then

f (n−1)

f (n−2)

...

f ′

f

b



′

=



b− an−1f
(n−1) − · · · − a1f

′ − a0f

f (n−1)

...

f ′′

f ′

0



=



−an−1 −an−2 · · · −a2 −a1 −a0 1

1 0 · · · 0 0 0 0
...

...
...

...
...

...
...

0 0 · · · 1 0 0 0

0 0 · · · 0 1 0 0

0 0 · · · 0 0 0 0





f (n−1)

f (n−2)

...

f ′

f

b


,

while if b is continuously differentiable and does not take the value zero then

f (n−1)

f (n−2)

...

f ′

f

b



′

=



b− an−1f
(n−1) − · · · − a1f

′ − a0f

f (n−1)

...

f ′′

f ′

0



=



−an−1 −an−2 · · · −a2 −a1 −a0 1

1 0 · · · 0 0 0 0
...

...
...

...
...

...
...

0 0 · · · 1 0 0 0

0 0 · · · 0 1 0 0

0 0 · · · 0 0 0 (log b)′





f (n−1)

f (n−2)

...

f ′

f

b


.
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This means that we can always solve constant coefficient linear ODEs using matrix expo-

nentiation, even if they are inhomogeneous. (Be careful to note however that the relevant

matrices are not quite of the same form that we considered in the homogeneous case.)

We now discuss Duhamel’s principle.

Proposition 3.28 (Duhamel’s principle). Consider the linear ODE f ′ = Af + b, where A

and b depend continuously on t and are defined on some non-empty open interval I ⊆ R. For
each s ∈ I, let fs be the solution to the homogeneous linear ODE f ′ = Af with f

(n−1)
s (s) = b(s)

and f
(m)
s (s) = 0 for every m < n− 1. For each t0 ∈ I, the function defined on I by

f(t) =

∫ t

t0

fs(t) ds

is a solution to f ′ = Af + b. Consequently, every solution to this ODE can be expressed as

the sum of this function and a solution to the homogeneous linear ODE f ′ = Af .

The proof of Duhamel will use the following lemma, which is a consequence of Proposi-

tion 3.21; the proof is left as an exercise. This lemma also ensures that the function f from

the statement of Duhamel is well-defined.

Lemma 3.29 (Regularity of solutions). For each 0 ≤ m ≤ n the function f
(m)
s (t) : I ×Rn →

Rn depends continuously on (s, t).

We will also need the following standard fact about differentiating under the integral sign.

Theorem 3.30 (Differentiating under the integral sign). Let x0 ≤ x1, let a : [x0, x1] → R and

b : [x0, x1] → R be continuously differentiable with a(x) ≤ b(x) for every x0 ≤ x ≤ x1, and

suppose that f(x, t) is a function defined on some subset Ω of R2 such that f and its partial

derivative ∂f
∂x

are well-defined and continuous and {(x, t) : x0 ≤ x ≤ x1, a(x) ≤ t ≤ b(x)} ⊆ Ω.

Then
∫ b(x)

a(x)
f(x, t) dt is differentiable with derivative

d

dx

∫ b(x)

a(x)

f(x, t) dt = f(x, b(x))
d

dx
b(x)− f(x, a(x))

d

dx
a(x) +

∫ b(x)

a(x)

∂

∂x
f(x, t) dt.

Proof of Duhamel’s principle. That fact ensures that we have the conditions we need to dif-

ferentiate under the integral sign, so that

f ′ =
d

dt

∫ t

t0

fs(t) ds = ft(t) +

∫ t

t0

∂

∂t
fs(t) ds =

∫ t

t0

f ′
s(t) ds,

and by induction that

f (m) =
dm

dtm

∫ t

t0

fs(t) ds = f
(m−1)
t (t) +

∫ t

t0

f (m)
s (t) ds =


∫ t

t0
f
(m)
s (t) ds m < n

b(t) +
∫ t

t0
f
(m)
s (t) ds m = n
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for every 1 ≤ m ≤ n. It follows by linearity of the integral that

f (n)(t) +
n−1∑
i=0

aif
(m)(t) = b(t) +

∫ t

t0

f (n)
s ds+

m∑
i=0

ai

∫ t

t0

f (m)
s ds

= b(t) +

∫ t

t0

f (n)
s +

m∑
i=0

aif
(m)
s

 ds = b(t)

as required.

Let us now use Duhamel’s principle to give the general solution to first-order linear ODEs.

Theorem 3.31 (First-order linear ODEs). Let I ⊆ R be a non-trivial open interval, let

t0 ∈ I, and let a, b : I → R be continuous. Then every maximal solution to the first-order

inhomogeneous linear ODE

f ′ + af = b

is of the form I, e− ∫ t
t0

a(s) ds

(∫ t

t0

e
∫ s
t0

a(u) du
b(s) ds+ C

) .

Proof. We already know that every maximal solution has domain I. We also already know

that every solution to the homogeneous linear ODE f ′ = −af is of the form f = Ce
−

∫ t
t0

a(s) ds

for some t0 ∈ I and C ∈ R. As such, the function fs defined in the statement of Duhamel’s

principle can be written

fs(t) = b(s)e−
∫ t
s a(u) du,

so that ∫ t

t0

b(s)e−
∫ t
s a(u) du ds = e

−
∫ t
t0

a(u) du

∫ t

t0

b(s)e
∫ s
t0

a(u) du
ds

in a solution to our inhomogeneous linear ODE. The claim follows since every solution can be

written as the sum of this solution with some solution of the associated homogeneous linear

ODE f ′ = −af .

Exercise 39. In this exercise you will work through an alternative derivation of the solution

to first-order inhomogeneous linear ODEs. Let I ⊆ R be a non-trivial open interval, let t0 ∈ I,

and let a, b : I → R be continuous. Define the integrating factor µ(t) = e
∫ t
t0

a(s) ds
. Show that

if f solves the ODE f ′ + af = b then µ(t)f(t) satisfies the ODE

(µf)′ = µb.

Use this to give an alternative proof of Theorem 3.31.

76



Exercise 40. Find the maximal solution to the IVP

f ′ +
3f

t
= t2 f(1) = 1/2.

Exercise 41. Find every maximal solution to the ODE f ′ + tf = t2.
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4 Separable equations

Now that we have laid the proper groundwork by establishing our main existence and unique-

ness theorems, it’s time to start solving some equations! We begin by studying separable

equations, one of the most important and easy to solve classes of equations arising in appli-

cations. We say that a first-order ODE f ′ = F (t, f(t)) describing a one-dimensional function

f is separable if F can be factored into a term depending only on t and a term depending

only on f(t) – in other words, a separable ODE is a one-dimensional, first-order ODE of the

form
df

dt
= F (t)G(f(t)).

Note that this includes the case that one of F or G is constant. Before stating any theorems,

let us start by explaining how to solve such an ODE in heuristic terms. The (non-rigorous)

idea is to imagine that we are free to ‘rearrange’ the equation to read

1

G(f)
df = F (t) dt

(of course this does not really make sense!) then integrate both sides to obtain that∫
1

G(f)
df =

∫
F (t) dt. (4.1)

Of course, even if the method used to arrive at this answer was a little dubious, we can still

try plugging it into the equation and seeing if it works.

Example 4.1. Let’s consider the separable ODE

f ′(t) = tf(t)2.

We can write out the formal solution ∫
1

f 2
df =

∫
t dt

as above. Integrating both sides and remembering to include a constant of integration gives

that

− 1

f
=

1

2
t2 + C.

Letting c = −C/2, we can rearrange this to give that

f =
2

c− t2
.
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If we want to make sure that this is really a solution to the ODE, we can just differentiate:(
2

c− t2

)′

=
4t

(c− t2)2
= tf(t)2

as desired. Thus, for each c < 0 we have a maximal solution (R, 2
c−t2

), for c = 0 we have two

maximal solutions (
(−∞, 0),− 2

t2

)
and

(
(0,∞),− 2

t2

)
while for each c > 0 we have three maximal solutions(

(−∞,−
√
c),

2

c− t2

)
,

(
(−

√
c,
√
c),

2

c− t2

)
, and

(
(
√
c,∞),

2

c− t2

)
.

These solutions are maximal since the functions blow-up as they approach ±
√
c and so cannot

be extended to any larger interval. Of course (R, 0) is also a maximal solution (which can

be thought of as the limit of the other solutions when we take c → ±∞). Are these the

only maximal solutions? Yes! Since the function F (t, x) = tx2 is continuously differentiable

it is locally Lipschitz, and Global Picard-Lindeöf implies that there is exactly one maximal

solution passing through each space-time point (t0, x0), and since every non-zero x0 can be

written as 2/(c−t20) for appropriate choice of c ∈ R the solutions we have just written down are

the only maximal solutions that exist. (In particular, every other solution is just a restriction

of one of these solutions to a smaller domain.)

Exercise 42. Find all maximal solutions to the ODE f ′ = t(f − 1)2. (Hint: You don’t have

to redo all the work we just did!)

Exercise 43. Find all maximal solutions to the ODE f ′ = t3f 4.

Let’s now return to the general form of our separable ODE f ′ = F (t)G(f). Since we

want to express f in terms of t, we should be careful to restrict to an interval where the

antiderivative of 1/G is injective. Suppose therefore that F and G are continuous and that

I1 is such that G ̸= 0 on I1 and Φ : I1 → I2 is an antiderivative of 1/G that is a bijection

between its range and its domain, and that Ψ : I3 → R is an antiderivative of F . If Ψ(x) ∈ I2
for every x ∈ I3 then we can safely define a function f : I3 → R by

f(t) = Φ−1(Ψ(t)),

which is a formal way of solving for f in the equation (4.1). We can easily check that this

solves the ODE f ′ = F (t)G(f(t)) :

f ′(t) = (Φ−1)′(Ψ(t))Ψ′(t) =
1

Φ′(Φ−1(Ψ(t)))
Ψ′(t) = G(f(t))F (t)
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as required, where we used that the derivative of an inverse function satisfies

(Φ−1)′(t) =
1

Φ′(Φ−1(t))
.

(If you don’t remember why this is true you should prove it. Note that if you assume that

Φ−1 is differentiable then its derivative must be given by this formula by the chain rule since

(Φ−1 ◦ Φ)′ = 1.)

This method always gives us some solutions, provided that G is not always zero. Indeed,

if G is not always zero then, since it is continuous, there are non-trivial intervals on which

G is non-zero with constant sign, and on such intervals the antiderivative of 1/G is strictly

monotone and hence invertible. Are they the only solutions? Not necessarily! We already

saw in our previous example, which was a very nice ODE satisfying the hypotheses of Global

Picard-Lindelöf, that we missed the constant zero solution when solving the ODE this way.

Let’s see what happens in a situation we know to be problematic.

Example 4.2. If we take F (t) ≡ 1 and G(x) ≡ x2/3 then our separable ODE is just the ODE

f ′ = f 2/3.

We can write out the formal solution∫
1

f 2/3
df =

∫
1 dt

as above. Integrating both sides and remembering to include a constant of integration gives

that

3f 1/3 = t+ C,

and solving for f gives that

f(t) =
1

27
(t+ C)3.

While this does give a family of solutions, we are missing both the constant zero solution, the

solutions of the form 1
27
max{0, (t + C)3} that stick to zero rather than becoming negative,

and solutions of the form 1
27
min{0, (t+C)3} that stick to zero rather than becoming positive.

Yet another kind of solution is given by piecewise functions of the form

f(t) =


1
27
(t− b)3 t > b

0 a ≤ t ≤ b
1
27
(t− a)3 t < a.

This is all despite the antiderivative of 1/G being well-defined and bijection R → R, which is

as nice as we could hope for for the method otherwise. With care, one can still use the Global

Picard-Lindelöf theorem to prove that these are the only solutions:
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Exercise 44. Prove that every maximal solution to the ODE f ′ = f 2/3 is of one of the forms

just listed.

Exercise 45. Let ϕ : R → (0,∞) be an increasing, continuously differentiable function.

Prove that the initial value problem

f(0) = 1 f ′ = ϕ(f)

has a solution defined on all of R if and only if∫ ∞

1

1

ϕ(t)
dt = ∞.

Example 4.3. Let’s now consider an example where the antiderivative of 1/G is not bijective,

namely

f ′ =
1

f
,

where F ≡ 1 and G(x) = 1/x is defined on R \ {0}. We can write down the formal solution∫
f df =

∫
1 dt

which leads to
1

2
f 2 = t+ C

for a constant C ∈ R. Taking the square root leads to two families of maximal solutions(
(−C,∞),−

√
2t+ 2C

)
and

(
(−C,∞),+

√
2t+ 2C

)
,

so that we get a pair of maximal solutions for each constant C ∈ R. These solutions really

are maximal, since extending them continuously to −C would give a zero value of f where

the ODE is not defined. They are also the only maximal solutions of the ODE since 1/x is

a continuously differentiable function of t and x on the phase space Ω = {(t, x) : x ̸= 0} and

solutions of this form pass through every phase-space point.
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5 The Laplace transform

5.1 Definition and basic properties

In this section we study the Laplace transform, a tool which sometimes lets us solve ODEs

by solving equivalent algebraic equations. This method is very powerful, and was the most

popular way for engineers to solve ODEs by hand before the advent of widespread computing

in the second half of the 20th century. We will see that it can also be very useful for extracting

large time asymptotics on solutions even when we cannot solve the equation explicitly.

Given a continuous function f : (0,∞) → R, the Laplace transform L{f} is the function
with domain {s ∈ R :

∫∞
0

|f(t)|e−st dt <∞} defined by

L{f}(s) =
∫ ∞

0

f(t)e−st dt.

Example 5.1. L{1} has domain (0,∞) and is given by L{1}(s) = 1
s
for every s > 0.

Remark 5.2. It is not at all important that f is continuous, and you could instead take f

to be e.g. Riemann integrable when restricted to any closed bounded interval in (0,∞). In

fact one can also unproblematically define the Laplace transform of things that aren’t even

really functions, such as the Dirac delta function. These generalizations are important in

applications, but we will avoid dealing with them since we have not set up all the relevant

background. If you learn some measure theory in a subsequent course you will be able to

revisit these notes and see that everything works for Laplace transforms of, say, locally finite

measures on (0,∞).

Exercise 46. Prove that L{f} is continuous on its domain of definition.

The domain of L{f} is always either empty (which will never happen in examples we are

interested in) or is an interval of the form (s∗(f),∞) or [s∗(f),∞) where

s∗(f) = inf{s ∈ R :

∫ ∞

0

|f(t)|e−st dt <∞}.

Note in particular that if a ∈ R and C ≥ 0 are such that |f(t)| ≤ Ceat for every t > 0

then s∗(f) < a, so that the domain of L{f} is non-empty. Such a function is said to be of

exponential type.

The Laplace transform satisfies a large number of useful identities. We will now go through

the most useful of them. The first is trivial from linearity of integration.

Lemma 5.3 (Linearity). If f and g are two continuous functions f, g : (0,∞) → R and s

belongs to the domain of both L{f} and L{g} then s belongs to the domain of L{af + bg}
and L{af + bg}(s) = aL{f}(s) + bL{g}(s) for every a, b ∈ R.

Another obvious identity is as follows.
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Lemma 5.4 (Multiplication by exponential −→ shifting s). If f : (0,∞) → R is continuous

and a ∈ R then L{eatf} has domain {s + a : s is in the domain of L{f}} and satisfies

L{eatf}(s) = L{f}(s− a) for every s in the domain of L{eatf}.

The next identity accounts for most the usefulness of Laplace transforms for solving ODEs.

Lemma 5.5 (Differentiation −→ multiplication by s). If f is a continuously differentiable

function f : (0,∞) → R and f(0+) = limt↓0 f(t) is well-defined then

L{f ′}(s) = sL{f}(s)− f(0+)

for every s in the domain of both L{f ′} and L{f}.

Remark 5.6. If f = sin(et
2
) then L{f} has domain (0,∞) but L{f ′} has empty domain. Of

course this situation can be rescued by weakening our requirement that all integrals converge

absolutely in the domain of the Laplace transform. On the other hand it’s not worth wor-

rying too much about treating such pathological examples since they do not tend to arise in

applications. In most ‘nice’ examples we will have that s∗(f
′) = s∗(f).

Proof. This is just integration by parts! If 0 < a < b and s belongs to the domain of both

L{f} and L{f ′} then∫ b

a

f ′(t)e−st dt = f(b)e−sb−f(a)e−sa−
∫ b

a

f(t)(e−st)′ dt = s

∫ b

a

f(t)e−st dt+f(b)e−sb−f(a)e−sa

and the claim follows by taking the limit as a ↓ 0 and b ↑ ∞, which we can do unprob-

lematically since all the relevant integrals converge absolutely. The only thing that requires

further justification is that we can get rid of the term f(b)e−sb. To do this, we just note that

if infu≥t |f(u)e−su| is positive for some t then the integral
∫∞
t

|f(u)|e−sudu must be infinite,

and since
∫∞
0

|f(u)|e−sudu is finite by assumption we must have that infu≥t |f(u)e−su| = 0 for

every t > 0, so that we can find a sequence bn with bn → ∞ such that f(bn)e
−sbn → 0.

Corollary 5.7 (Repeated differentiation). If f is an n-times continuously differentiable func-

tion f : (0,∞) → R and f (m)(0+) = limt↓0 f
(m)(t) is well-defined for every 0 ≤ m ≤ n − 1

then

L{f (n)}(s) = snL{f}(s)−
n−1∑
i=0

sn−i−1f (i)(0+).

for every s belonging to the domain of L{f (i)} for every 0 ≤ i ≤ n.

Proof. This follows from the differentiation identity by induction on n. Indeed, given that

the claim holds for the (n− 1)th derivative, we deduce that

L{fn} = sL{f (n−1)} − f (n−1)(0+)

= s

sn−1L{f} −
n−2∑
i=0

sn−i−2f (i)(0+)

− f (n−1)(0+) = snL{f}(s)−
n−1∑
i=0

sn−i−1f (i)(0+)
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for every s in the domain of L{f (i)} for every 0 ≤ i ≤ n as claimed.

Exercise 47. Prove that if f : (0,∞) → R is a continuous function such that
∫ 1

0
|f(t)| dt <∞

then

L

{∫ t

0

f(u) du

}
(s) =

1

s
L{f}(s)

for every s in the domain of both Laplace transforms.

Given constants an−1, . . . , a0 and b : (0,∞) → R continuous, it follows that any function

f : (0,∞) → R solving the constant coefficient linear ODE (with possibly non-constant

inhomogeneity b)

f (n) + an−1f
(n−1) + · · · a0f = b

with f (m)(0+) well-defined for every 0 ≤ m ≤ n− 1 must satisfy

snL{f}(s)−
n−1∑
i=0

sn−1−if (i)(0+) + an−1

sn−1L{f}(s)−
n−2∑
i=0

sn−2−if (i)(0+)

+

· · ·+ a0L{f}(s) = L{b}(s)

for every s in the domain of both L{b} and L{f (i)} for every 0 ≤ i ≤ n− 1, so that

snL{f}(s) + an−1s
n1L{f}(s) + · · ·+ a0L{f}(s) = L{b}(s) + P (s)

for some polynomial P of degree at most n−1 whose coefficients are determined by the initial

conditions (f (i)(0+) : 0 ≤ i ≤ n− 1). Rearranging, it follows that

L{f}(s) = L{b}(s) + P (s)

sn + an−1sn−1 + · · ·+ a0

for every s in the domain of both L{b} and L{f (i)} for every 0 ≤ i ≤ n−1. This already hints

at the power of the Laplace transform since – assuming the Laplace transform is invertible!

– we can solve the ODE by solving an algebraic equation for L{f} then inverting. Of course

this is not so exciting since we already know how to solve constant coefficient linear ODEs,

but it does hint at the power of the method.

Of course if we want to make sure this really gives a solution of our ODE, we need to

make sure that we can invert the Laplace transform.

Theorem 5.8 (Injectivity of the Laplace transform). Let f, g : (0,∞) → R be continuous

functions of exponential type. If there exists s0 ∈ R such that L{f} and L{g} are defined and

equal to each other on (s0,∞) then f = g.

We will prove this theorem using the following fact. This fact is an easy consequence of the

Weierstrass approximation theorem, which states that polynomials are dense in C([0, 1],R).
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(That is, any continuous function from [0, 1] → R can be written as a ∥ · ∥∞-limit of polyno-

mials.)

Fact 5.9. Prove that if h : [0, 1] → R is a continuous function such that
∫ 1

0
h(x)P (x) dx = 0

for every polynomial P , then h ≡ 0.

Proof of Theorem 5.8. Suppose that f, g : (0,∞) → R are two continuous functions of ex-

ponential type whose Laplace transforms are defined and equal to each other on some in-

terval (s0,∞). By increasing if s0 if necessary, we may assume that limt→∞ f(t)e−s0t =

limt→∞ g(t)e−s0t = 0. Setting u = f − g, we have that L{u} is defined and equal to zero

on (s0,∞) and that limt→∞ u(t)e−s0t = 0. We can therefore define a continuous function

h : [0, 1] → R by h(x) = xs0u(− log x) for x ∈ (0, 1] and h(0) = 0. Moreover, we have by a

change of variables t = − log x (so that x = e−t and e−tdt = dx) that

0 = L{u}(s0 + n+ 1) =

∫ ∞

0

u(t)e−s0te−nte−t dt =

∫ 1

0

xnh(x) dx

for every n ≥ 0. It follows from the above exercise that h ≡ 0 and hence that f ≡ g.

Unfortunately it is usually very hard (i.e. impossible) to explicitly invert a Laplace trans-

form. The situation is closely analogous to symbolic integration – differentiating symbolically

and applying the Laplace transform symbolically are both relatively easy, but to go in the

other direction we usually just have to recognize our function as the derivative/Laplace trans-

form of a function we already know. We will see later that the Laplace transform method

can also be very useful to extract large time asymptotics of solutions even when closed-form

solutions are not available.

In order to apply the Laplace transform method, we need to build up a good supply of

functions whose Laplace transforms we know. Let’s start with the simplest possible thing:

L{1} has domain (0,∞) and is given by L{1}(s) = 1

s
.

Next, we show that multiplying f by powers of t corresponds to differentiating or integrating

L{f}.

Lemma 5.10 (Division by t −→ integration). Let f : (0,∞) → R be a continuous function

such that ∫ 1

0

|f(t)|
t

dt <∞.

Then the domain of L{f/t} contains that of L{f} and

L
{
f

t

}
(s) =

∫ ∞

s

L{f} (u) du

for every s in the domain of L{f}. Moreover, the integral on the right hand side converges

absolutely for every such s.
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The proof of this identity will use Fubini’s theorem, which states that if f : I1 ×
I2 → R is a continuous function defined on a product of two non-trivial intervals and∫
I1

∫
I2
|f(x, y)| dx dy <∞ then∫

I1

∫
I2

f(x, y) dx dy =

∫
I2

∫
I1

f(x, y) dy dx.

That is, we can compute a double integral in either order provided it converges absolutely.

Proof of Lemma 5.10. First observe that the hypothesis ensures that∫ ∞

0

|f(t)|
t

e−st dt ≤ emax{−s,0}
∫ 1

0

|f(t)|
t

dt+

∫ ∞

0

|f(t)|e−st dt

for every s ∈ R and hence that the domain of L{f/t} contains that of L{f} as claimed. Since

all the relevant integrals converge absolutely, we can use Fubini to compute that

L{f/t}(s) =
∫ ∞

0

f(t)

t
e−st dt =

∫ ∞

0

f(t)

∫ ∞

s

e−ut du dt

=

∫ ∞

s

∫ ∞

0

f(t)e−ut dt du =

∫ ∞

s

L{f}(u) du

for every s in the domain of L{f} as claimed.

Lemma 5.11 (Multiplication by t −→ differentiation). Let f : (0,∞) → R be a continuous

function. Then s∗(tf) ≤ s∗(f) and

L{tf}(s) = − d

ds
L{f}(s)

for every s > s∗(f). In particular, L{f} is differentiable on (s∗(f),∞).

Proof. If
∫ 1

0
|f(t)| dt = ∞ then L{f} has empty domain and the claim is trivial, so we may

suppose that this integral is finite. Since
∫ 1

0
|f(t)| dt <∞, we can apply Lemma 5.10 to tf to

deduce that, in this case, the domain of L{f} contains that of L{tf} and that

L{f}(s) =
∫ ∞

s

L{tf}(u) du

for every s in the domain of L{f}. The claim follows from the fundamental theorem of

calculus.

Corollary 5.12. Let f : (0,∞) → R be a continuous function. Then for each n ≥ 1 we have

that s∗(t
nf) ≤ s∗(f) and

L{tnf}(s) = (−1)n
dn

dsn
L{f}(s)

for every s > s∗(f). In particular, L{f} is smooth on (s∗(f),∞).

86



It follows from this corollary that the Laplace transform L{tn}, which has domain (0,∞),

is given by

L{tn}(s) = (−1)n
dn

dsn

∫ ∞

0

e−ts dt =
n!

sn+1
,

for each n ≥ 0, where we stress that we are thinking of tn as a function defined on (0,∞).

Together with the fact that multiplication by an exponential corresponds to shifting s, it

follows that L{eattn} has domain (a,∞) and that

L{eattn}(s) = n!

(s− a)n+1

for each n ≥ 0 and a ∈ R. We can also easily compute the Laplace transforms of trig functions.

Lemma 5.13. For each ω ∈ R, L{sin(ωt)} and L{cos(ωt)} have domain (0,∞) and are

given by

L{sin(ωt)}(s) = ω

s2 + ω2
and L{cos(ωt)}(s) = s

s2 + ω2

for every s > 0.

Proof. We have that∫ ∞

0

cos(ωt)e−st dt = ℜ
∫ ∞

0

eωit−st dt = ℜ 1

s− ωi
= ℜ s+ ωi

(s− ωi)(s+ ωi)
= ℜ s+ ωi

s2 + ω2
=

s

s2 + ω2

as claimed, where the symbol ℜ means “the real part of”. The computation for sin is similar

except we take imaginary parts instead of real parts.

It follows from these rules that L{eat sin(ωt)} and L{eat cos(ωt)} have domain (a,∞) and

that

L{eat sin(ωt)}(s) = ω

(s− a)2 + ω2
and L{eat cos(ωt)}(s) = s− a

(s− a)2 + ω2

for every s > a.

Example 5.14. Let’s see how we can use the Laplace transform to solve the damped spring

equation f ′′ +2ζf ′ + f = 0 on the interval (0,∞). Any solution to the equation that extends

to a continuously differentiable function on [0,∞) must have

L{f ′′ + 2ζf ′ + f} = s2L{f}(s)− sf(0+)− f ′(0+) + 2ζsL{f} − 2ζf(0+) + L{f} = 0,

for every s > s∗(f), which we can rearrange to give that

L{f}(s) = f ′(0+) + (s+ 2ζ)f(0+)

s2 + 2ζs+ 1
.

To proceed, we need to be able to recognise this as the Laplace transform of something we

know. This can be done using partial fractions.
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Recall that a rational function is a function of the form P (x)/Q(x) where P and Q

are both polynomials. A real polynomial is said to be irreducible if it cannot be written as

the product of two non-constant real polynomials. The fundamental theorem of algebra

states that every degree n polynomial can be written uniquely in the form

Q(x) = A
n∏

i=1

(x− λi)

where A ∈ C and λ1, . . . , λn ∈ C. If Q is real then the roots λi must either be real or come in

a complex conjugate pair, and it follows that every real polynomial can be written uniquely

as a product of real irreducible polynomials

Q(x) = A
k∏

i=1

(x− λi)
ℓ∏

j=1

(x2 + σix+ ωi)

where λ1, . . . , λk are real and σ1, . . . , σℓ and ω1, . . . , ωℓ are real numbers such that σ2
j −4ωj < 0

for each 1 ≤ j ≤ ℓ (of course k and ℓ could be zero). For our purposes, it will be more helpful

to group identical terms and write

Q(x) = A
k∏

i=1

(x− λi)
ni

ℓ∏
j=1

(x2 + σjx+ ωj)
mj

where the λis and the pairs (σj, ωj) are all distinct and ni,mj are positive integers. The

partial fraction expansion states that we can always write a rational function in the form

P (x)

Q(x)
= A(x) +

r∑
i=1

Ai(x)

Qi(x)

where

1. If Q has larger degree than P then A = 0. If P and Q have the same degree then A is a

constant. If P has larger degree than Q then A is a polynomial of degree degP −degQ.

2. Q1, . . . , Qr are polynomials of the form (x − λ)n or (x2 + σx + ω)n that divide Q and

are a power of an irreducible polynomial, and

3. A1, . . . , Ar are polynomials such that Ai has degree strictly smaller than the irreducible

polynomial of which Qi is a power of for each 1 ≤ i ≤ k.

To use partial fraction expansions to solve ODEs one must compute what the polynomials

Ai are, and doing this amounts to a linear algebra problem. Of course, we are secretly doing

something very similar to computing the Jordan normal form of a matrix, since the two

techniques can both be used to compute the general solution to constant coefficient linear

ODEs.
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Let us illustrate how this works in our simple example. As when we solved the ODE using

matrix exponentiation, something different will happen according to whether s2+2ζs+1 has

two real roots, two complex conjugate roots, or a single real root. In the first case, which

occurs when |ζ| > 1, we want to write

f ′(0+) + (s+ 2ζ)f(0+)

s2 + 2ζ + 1
=

a

s− ζ −
√
ζ2 − 1

+
b

s− ζ +
√
ζ2 − 1

where a, b are real. Adding these together we get that

f ′(0+) + (s+ 2ζ)f(0+)

s2 + 2ζ + 1
=

(s− ζ)(a+ b) +
√
ζ2 − 1(a− b)

(s− ζ −
√
ζ2 − 1)(s− ζ +

√
ζ2 − 1)

,

so that, comparing the s terms and constant terms in the numerator,

a+ b = f(0+) and (ζ −
√
ζ2 − 1)a+ (ζ +

√
ζ2 − 1)b = −2ζf(0+)− f ′(0+).

This system of linear equations can of course be solved by inverting a 2× 2 matrix. This will

give us some explicit constants a and b determined by ζ, f(0+), and f ′(0+) such that

L{f} =
a

s− ζ −
√
ζ2 − 1

+
b

s− ζ +
√
ζ2 − 1

= aL{e−(ζ+
√

ζ2−1)t}+ bL{e−(ζ−
√

ζ2−1)t}.

Thus, we can deduce that, assuming that s was in the domain of all relevant Laplace

transforms whenever we needed it to be, our solution must be of the form

f(t) = ae−(ζ+
√

ζ2−1)t + be−(ζ−
√

ζ2−1)t.

While it is possible to go through and justify this assumption at each step, we can instead

just check that this really is a solution to our ODE, and deduce from Picard-Lindelöf that we

have got every solution.

If |ζ| < 1 then we complete the square to write s2 + 2ζs+ 1 = (s+ ζ)2 + 1− ζ2

L{f} =
f ′(0+) + (s+ 2ζ)f(0+)

(s+ ζ)2 + 1− ζ2
=
f ′(0+) + ζf(0+)

(s+ ζ)2 + 1− ζ2
+

(s+ ζ)f(0+)

(s+ ζ)2 + 1− ζ2

=
f ′(0+) + ζf(0+)√

1− ζ2
L{e−ζt sin(t

√
1− ζ2)}+ f(0+)L{e−ζt cos(t

√
1− ζ2)}.

Again, assuming s is the domain of all relevant Laplace transforms, we deduce that

our solution must be of the form

f(t) =
f ′(0+) + ζf(0+)√

1− ζ2
e−ζt sin(t

√
1− ζ2) + f(0+)e−ζt cos(t

√
1− ζ2).
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As before, rather than justifying that s was indeed always in the relevant domain, we can just

check that this is indeed a solution and deduce from Picard-Lindelöf that every solution is of

this form.

Finally, if |ζ| = 1 then s2 + 2ζs + 1 = (s + ζ)2 and we seek a partial fractions expansion

of the form

L{f} =
f ′(0+) + (s+ 2ζ)f(0+)

(s+ ζ)2
=

a

s+ ζ
+

b

(s+ ζ)2
.

To solve for a and b we can add the two fractions and compare numerators to obtain that

as+ aζ + b = sf(0+) + f ′(0+) + 2ζf(0+),

so that a = f(0+) and b = f ′(0+) + ζf(0+). Thus, we have that

L{f} =
f(0+)

s+ ζ
+
f ′(0+) + ζf(0+)

(s+ ζ)2
= f(0+)L{e−ζt} − (f ′(0+) + ζf(0+))L{e−ζt}′

= f(0+)L{e−ζt}+ (f ′(0+) + ζf(0+))L{te−ζt}.

As before, assuming that s belongs to the domain of all relevant Laplace transforms,

we deduce that

f(t) = f(0+)e−ζt + (f ′(0+) + ζf(0+))te−ζt.

Checking that this is indeed a solution, we deduce by Picard-Lindelöf that every solution is

of this form.

It has come time to humble ourselves by trying to use the Laplace transform solve a simple

linear ODE with non-constant coefficients.

Example 5.15. Consider the linear ODE

f ′′ − tf ′ − f = 0.

Suppose that f : (0,∞) → R is a solution to this ODE with f(0+) and f ′(0+) well-defined

and let I be the intersection of the domains of L{f}, L{f ′}, L{f ′′} and L{tf ′}. (Of course

this might be empty, and we will need to come back to this issue later.) If s ∈ I then we have

that

L{f ′′ − tf ′ − f} = s2L{f} − f ′(0+)− sf(0+) +
d

ds

(
sL{f} − f(0+)

)
− L{f} = 0

and hence, rearranging, that

L{f}′ + sL{f} = f(0+) +
1

s
f ′(0+)

for every s ∈ I with s > 0. Since this is now a first-order linear ODE, we can let s0 ∈ I and
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write down the solution

L{f} = exp

[
−
∫ s

s0

u du

](
L{f}(s0) +

∫ s

s0

exp

[∫ u

0

v dv

]
(f(0+) +

1

u
f ′(0+)) du

)

= e−
1
2
(s2−s20)

(
L{f}(s0) +

∫ s

s0

e
1
2
(u2−s20)(f(0+) +

1

u
f ′(0+)) du

)

for every s > 0 in I. A problem appears: The right hand side doesn’t look like the Laplace

transform of anything we’re familiar12 with! Despite this, it seems clear that we have achieved

something, and that the same approach would let us compute the Laplace transform of the

solution to any linear ODE where all the coefficients are linear in t. Similarly, we can compute

the Laplace transform of an ODE whose coefficients are degree m polynomials in t by solving

an mth order ODE whose coefficients are rational functions in t, which may or may not be

simpler than what we started with.

Remark 5.16. Analyzing this example via other methods, one can prove that there space of

solutions to the linear ODE f ′′ − tf ′ − f = 0 is spanned by two functions f1 and f2 where

L{f1} has domain (0,∞) and L{f2} has empty domain! Explicitly, these functions are

f1 = et
2/2 erfc(t/

√
2) and f2 = et

2/2

where

erfc(t) :=
2√
π

∫ ∞

t

e−t2 dt

is the complementary error function. As such, our Laplace transform analysis does not,

in fact, apply to all solutions of the ODE. In applications this is not necessarily a problem.

For example, if one is only interested in solutions that converge to zero as t → ∞ then the

Laplace transform of such a solution always has domain containing (0,∞). Moreover, for

second-order linear ODEs the Wronskian method allows us to compute a second linearly

independent solution to the ODE given a single solution, so that a complete set of solutions to

this ODE can be found by a combination of the Laplace transform and Wronskian methods.

Exercise 48 (Stokes equation). Let f : (0,∞) → R be a solution to the ODE f ′′ = tf and

suppose that f(0+) and f ′(0+) are well-defined and that the domain of the Laplace transform

of f is non-empty. Compute the Laplace transform of f .

Later, we will return to the following question: What can we learn about a function from

its Laplace transform, even when we cannot compute the function explicitly?

12In fact this ODE does admit a solution by quadrature that can be found by explicitly inverting this
Laplace transform, but let that not distract us from the main point that we may wish to extract information
from the Laplace transform in situations where we cannot explicitly invert it!
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5.2 Convolutions and inhomogeneous linear ODEs

Given constants an−1, . . . , a0 and b : (0,∞) → R continuous, we saw in the previous section

that any function f : (0,∞) → R solving the linear ODE

f (n) + an−1f
(n−1) + · · · a0f = b

with f (i)(0+) well-defined for every 0 ≤ i ≤ n− 1 must satisfy

L{f}(s) = L{b}(s) + P (s)

sn + an−1sn−1 + · · ·+ a0

for every s in the domain of both L{b} and L{f (i)} for every 0 ≤ i ≤ n − 1 for which

sn + an−1s
n−1 + · · · + a0 ̸= 0, where P is a polynomial of degree at most n − 1 whose

coefficients are determined by the initial conditions (f (i)(0+) : 0 ≤ i ≤ n− 1). This means in

particular that we should be able to find a particular solution to the ODE by inverting the

Laplace transform
L{b}(s)

sn + an−1sn−1 + · · ·+ a0
.

We already know how to find the inverse Laplace transform of (sn + an−1s
n−1 + · · · + a0)

−1

using partial fractions. It turns out there is an easy way to invert the product of this with

L{b} (or at least to write the inverse as an integral).

Suppose that f, g : (0,∞) → R are continuous with
∫ 1

0
|f(t)| dt,

∫ 1

0
|g(t)| dt < ∞. The

convolution of f and g, denoted f ∗ g, is the function f ∗ g : (0,∞) → R defined by

f ∗ g(t) =
∫ t

0

f(τ)g(t− τ) dτ,

which is well-defined since∫ t

0

|f(τ)||g(t− τ)| dτ =

∫ t/2

0

|f(τ)||g(t− τ)| dτ +
∫ t

t/2

|f(τ)||g(t− τ)| dτ

≤ sup
t/2≤u≤t

|g(u)|
∫ t/2

0

|f(τ)| dτ + sup
t/2≤u≤t

|f(u)|
∫ t/2

0

|g(τ)| dτ <∞

for every t > 0.

Example 5.17. If f : (0,∞) → R is such that
∫ 1

0
|f(t)| dt <∞ then (f ∗ 1)(t) =

∫ t

0
f(t) dt.

Example 5.18. We can use the binomial theorem to compute the convolution of two powers

92



of t:

(tn ∗ tm) =
∫ t

0

τn(t− τ)m =
m∑
k=0

(−1)k
(
m

k

)
tm−k

∫ t

0

τn+k dτ

=

 m∑
k=0

(
m

k

)
(−1)k

n+ k + 1

 tn+m+1.

We will shortly perform this calculation another way, using the Laplace transform, and obtain

a simpler expression for this constant.

Exercise 49. Suppose that f, g, h : (0,∞) → R are continuous with
∫ 1

0
|f(t)| dt,

∫ 1

0
|g(t)| dt,∫ 1

0
|h(t)| dt <∞. Prove the following properties of convolution:

1. Commutativity: f ∗ g = g ∗ f .

2. Distributivity: f ∗ (g + h) = f ∗ g + f ∗ h.

3. Associativity:
∫ 1

0
|(g ∗ h)(t)| dt < ∞ and f ∗ (g ∗ h) = (f ∗ g) ∗ h. (Hint: use Fubini’s

theorem.)

4. Product rule: If f is continuously differentiable with
∫ 1

0
|f ′(t)| dt and g(0+) is well-

defined then f ∗ g is differentiable with (f ∗ g)′ = g(0+)f + f ′ ∗ g.

Lemma 5.19 (Factoring out exponentials). Suppose that f, g, h : (0,∞) → R are continuous

with
∫ 1

0
|f(t)| dt and

∫ 1

0
|g(t)| dt finite. Then

(e−stf) ∗ (e−stg) = e−st(f ∗ g)

for every s ∈ R.

Proof. We can compute that

(e−stf) ∗ (e−stg)(t) =

∫ t

0

e−sτf(τ)e−s(t−τ)g(t− τ) dτ = e−st

∫ t

0

f(τ)g(t− τ) dτ = e−st(f ∗ g)

as claimed.

Lemma 5.20 (Integrals of convolutions). If f, g : (0,∞) → R are continuous with
∫∞
0

|f(t)| dt
and

∫∞
0

|g(t)| dt finite then∫ ∞

0

(f ∗ g)(t) dt =
(∫ ∞

0

f(t) dt

)
·
(∫ ∞

0

g(t) dt

)
.

93



Proof. Writing 1(τ ≤ t) for the function that is 1 when τ ≤ t otherwise, and using that Fubini

remains valid for piecewise-continuous functions, we can compute that∫ ∞

0

(f ∗ g)(t) dt =
∫ ∞

0

∫ t

0

f(τ)g(t− τ) dτ dt

=

∫ ∞

0

∫ ∞

0

f(τ)g(t− τ)1(τ ≤ t) dτ dt

=

∫ ∞

0

∫ ∞

−τ

f(τ)g(u)1(0 ≤ u) du dτ

=

∫ ∞

0

∫ ∞

0

f(τ)g(u) du dτ

=

(∫ ∞

0

f(t) dt

)
·
(∫ ∞

0

g(t) dt

)
.

as claimed, where to verify that our application of Fubini was legitimate we do essentially the

same calculation to check that∫ ∞

0

∫ ∞

0

|f(τ)g(t− τ)|1(τ ≤ t) dτ dt =

∫ ∞

0

∫ ∞

−τ

|f(τ)g(u)|1(0 ≤ u) du dτ

=

∫ ∞

0

∫ ∞

0

|f(τ)g(u)| du dτ

=

(∫ ∞

0

|f(t)| dt
)
·
(∫ ∞

0

|g(t)| dt
)
<∞.

Theorem 5.21 (Convolution −→ products). Suppose that f, g : (0,∞) → R are continuous

with
∫ 1

0
|f(t)| dt,

∫ 1

0
|g(t)| dt < ∞. If s belongs to the domain of both L{f} and L{g} then it

belongs to the domain of L{f ∗ g} and

L{f ∗ g}(s) = L{f}(s)L{g}(s).

Proof. We first check that s belongs to the domain of L{f ∗ g} whenever it belongs to the

domain of L{f} and L{g}. Since s belongs to the domain of L{f} and L{g} we have that∫ ∞

0

|(f ∗ g)(t)|e−st dt ≤
∫ ∞

0

(|f | ∗ |g|)(t)e−st dt

=

∫ ∞

0

((e−st|f |) ∗ (e−st|g|))(t) dt

=

∫ ∞

0

e−st|f(t)| dt
∫ ∞

0

e−st|g(t)| dt <∞

so that s belongs to the domain of L{f ∗ g} as claimed. Since all relevant integrals converge
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absolutely, we can compute that

L{f ∗ g}(s) =
∫ ∞

0

(f ∗ g)(t)e−st dt =

∫ ∞

0

((e−stf) ∗ (e−stg))(t) dt

=

∫ ∞

0

e−stf(t) dt

∫ ∞

0

e−stg(t) dt = L{f}(s)L{g}(s)

as claimed.

This means that if s belongs to the domain of all relevant Laplace transforms and

L{f} =
L{b}(s) + P (s)

sn + an−1sn−1 + · · ·+ a0

then

f = b ∗ L−1

{
1

sn + an−1sn−1 + · · ·+ a0

}
+ L−1

{
P (s)

sn + an−1sn−1 + · · ·+ a0

}
where we have seen how to compute the inverse Laplace transforms of these rational functions

using partial fractions (or by solving the relevant homogeneous linear ODE using matrix

exponentiation). In other words, the solution to a linear ODE with constant an−1, . . . , a0
but possibly non-constant b can be expressed as the convolution of b with the solution the

associated homogeneous equation.

Exercise 50. Explain why this solution is the same as that given by Duhamel’s principle.

Exercise 51. Use this method to solve the inhomogeneous linear ODE f ′ − f = sin(t).

Example 5.22. We have that

L{tn ∗ tm}(s) = L{tn}L{tm} =
n!m!

sn+m+2
=

n!m!

(n+m+ 1)!
L{tn+m+1}

and hence that

tn ∗ tm =
n!m!

(n+m+ 1)!
tn+m+1.

Comparing this with our direct calculation of the convolution yields the non-obvious (to me!)

combinatorial identity
n!m!

(n+m+ 1)!
=

m∑
k=0

(
m

k

)
(−1)k

n+ k + 1
.

Using Laplace transforms in this way turns out to be a very useful way of proving identities

like this, something we will return to in the next section.

Remark 5.23. If X and Y are independent (0,∞)-valued random variables with probability

density functions fX and fY then their sum X + Y has probability density function fX+Y =

fX ∗ fY .
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Remark 5.24. One thing Laplace transforms are very useful for is solving functional equations

involving both derivatives and convolutions, such as f ′ = f ∗ f . Indeed, if s belongs to the

domain of the Laplace transform for some f with f ′ = f ∗ f then

sL{f} − f(0+) = L{f}2

and we can solve the quadratic

L{f}(s) =
s±

√
s2 + 4f(0+)

2
.

Of course to give an explicit solution one would have to find the inverse Laplace transform of

this function. At this point it is probably not apparent why one would ever encounter such

an equation f ′ = f ∗ f in the first place, but we will see in the next section that expressions

of this form often arise when using ODE techniques in counting problems.
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6 Series solutions

In this section we begin to develop the theory of series solutions, one of the most powerful

and general methods for solving ODEs. We will begin by discussing standard power series

solutions of the form
∑∞

n=0 anx
n, but we will later see that one often wants to consider other

kinds of series solutions also.

6.1 Formal power series

A formal power series is a series
∑

n=0 anx
n that is considered as an algebraic object only,

without any consideration of whether the series actually converges and defines a function.

The space of (real) formal power series is written R[[x]]. As a set, it is in bijection with the

set of sequences {(a0, a1, . . .) : a0, a1, . . . ∈ R}; two formal power series are considered to be

equal if and only if all their coefficients are equal. The space is a vector space with addition

and scalar multiplication defined by

λ
∞∑
n=0

anx
n + µ

∞∑
n=0

bnx
n =

∞∑
n=0

(λan + µbn)x
n

for every two formal power series
∑∞

n=0 anx
n and

∑∞
n=0 bnx

n and real numbers λ, µ ∈ R. We

can also define multiplication of formal power series by(
∞∑
n=0

anx
n

)(
∞∑
n=0

bnx
n

)
=

∞∑
n=0

 n∑
k=0

akbn−k

xn.

We stress that this is the definition of multiplication for formal power series, and makes

sense even if none of the relevant series converge. If you find this confusing, it might help you

to think that we are really defining an operation on sequences that takes the pair of sequences

(an) and (bn) to the sequence (
∑n

k=0 akbn−k).

The formula for the product of two formal power series is closely related to the convolution

identity for Laplace transforms: If we define the convolution a ∗ b of two sequences a = (an)

and b = bn by (a ∗ b)n =
∑n

k=0 akbn−k then we can rewrite our multiplication rule as(
∞∑
n=0

anx
n

)(
∞∑
n=0

bnx
n

)
=

∞∑
n=0

(a ∗ b)nxn.

The following exercise gives some legitimacy to the idea that the two notions of convolution

we have introduced are discrete and continuous analogues of each other.

Exercise 52 (Discrete and continuous convolutions). Let f, g : (0,∞) → R be continuous
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functions extending continuously to 0. Prove that

f ∗ g(t) = lim
m→∞

1

m

(
((f(n/m))n≥0) ∗ ((g(n/m))n≥0)

)
⌈mt⌉

for every t > 0.

Note that polynomials can be thought of as formal power series for which an = 0 for all

sufficiently large n, and that the rules we have defined for addition and multiplication coincide

with the usual addition and multiplication rules for polynomials. In particular, we have by

definition that if
∑∞

n=0 anx
n is a formal power series then

xm
∞∑
n=0

anx
n =

(
∞∑
n=0

1(n = m)xn

)(
∞∑
n=0

anx
n

)
=

∞∑
n=0

1(n ≥ m)an−mx
n,

where 1(n ≥ m) is 1 if n ≥ m and 0 if n < m.

We say that a formal power series
∑

n=0 bnx
n is the reciprocal of a formal power series∑∞

n=0 anx
n if

(∑∞
n=0 anx

n
) (∑∞

n=0 bnx
n
)
= 1 as formal power series, i.e., if

∑n
k=0 akbn−k is

equal to 1 for n = 0 and 0 for every n > 0.

Proposition 6.1. A formal power series
∑

n=0 anx
n has a reciprocal if and only if a0 ̸= 0,

and in this case its reciprocal is unique.

Proof. Since
∑n

k=0 akbn−k = a0b0 when n = 0, it is clear that a formal power series with

a0 = 0 cannot have a reciprocal, and for any other formal power series, every reciprocal must

have b0 = a−1
0 . For a formal power series with a0 ̸= 0, the formal power series

∑∞
n=0 bnx

n is a

reciprocal if and only if b0 = a−1
0 and

bn = − 1

a0

n∑
k=1

akbn−k

for every n ≥ 1, so that each bn is uniquely determined by a0, . . . , an and b0, . . . , bn−1.

There are many more operations we can define purely algebraically for formal power series.

For us the most important will be differentiation:

d

dx

(
∞∑
n=0

anx
n

)
=

∞∑
n=0

(n+ 1)an+1x
n.

This coincides with usual differentiation whenever we are inside the radius of convergence of

the relevant power series (since in this case we can safely differentiate term-by-term as we saw

earlier), but also makes sense as a purely algebraic operation on formal power series. Again,

if you find the notation confusing, you can think of this as an operation on sequences defined

by

(a0, a1, a2, . . .) 7→ (a1, 2a2, 3a3, . . .).
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One can also define integration of formal power series similarly.

It will often be useful to use function-style notation for discussing power series, even if

they are not really functions, so that we can write e.g. f(x) =
∑∞

n=0 anx
n for a formal power

series f(x) ∈ R[[x]]. Of course when you do this you should make sure that you are not doing

any “illegal” operations that are not defined formally.

Formal power series from smooth functions. Given a smooth function f defined on

an open interval containing 0, we can always consider the Taylor series of f as a formal power

series
∞∑
n=0

f (n)(0)

n!
xn.

Be warned however that 1) this power series might not converge for any x ̸= 0, in which case

it does not define a function and 2) even it it does converge, the function it defines might not

be equal to f . We will return to examples of the first kind later in the course. For a simple

example of the second kind, one can consider the function

f(x) =

e−x−2
x ̸= 0

0 x = 0.

This function is smooth and has f (n)(0) = 0 for every n ≥ 0, but is not identically equal

to zero in any neighbourhood of zero. This particular function is not special: any smooth

function for which |f(x)| goes to zero as x→ 0 faster than any power of |x| would work.

Given an open interval I and a function f : I → R, we say that f is real analytic at a

point x0 ∈ I if f is smooth, the formal Taylor series
∑∞

n=0
f (n)(x0)

n!
(x−x0)

n has positive radius

of convergence r = r(x0) > 0, and

f(x) =
∞∑
n=0

f (n)(x0)

n!
(x− x0)

n

for every x with |x − x0| < r. We say that f : I → R is real analytic if it is real analytic at

every x0 ∈ I. Real analytic functions are always smooth, but the example discussed in the

previous paragraph shows that not every smooth function is real analytic.

6.2 Formal power series solutions to ODEs

Consider an ODE of the form fn = P (t, f, f ′, . . . , f (n−1)) where P is a polynomial in n

variables, such as, say,

f ′′′ = f 3

or

f ′′ = −(f ′)2f 2 + t5f.
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Since we have well-defined notions of differentiation and multiplication for formal power series,

we have a well-defined notion of P (t, f(t), f ′(t), . . . , f (n−1)(t)) as a formal power series, and

hence a well-defined notion of what it means for a formal power series f(t) ∈ R[[t]] to satisfy

the ODE. We call this a formal solution to the ODE. Similarly, we also have a well-defined

notion of what it means for a formal power series to satisfy a generalized polynomial ODE of

the form P (t, f, . . . , f (m)) = 0, such as (f ′)2 = f .

Let’s see how this works in a very simple example: the ODE f ′ = f . A formal power

series f(t) =
∑∞

n=0 ant
n ∈ R[[t]] satisfies this ODE if and only if

(n+ 1)an+1 = an

for every n ≥ 0 and, by induction, this holds if and only if

an =
1

n!
a0

for every n ≥ 0. Thus, every formal solution to this ODE is of the form

a0

∞∑
n=0

tn

n!
,

which is, unsurprisingly, the Taylor series of the exponential.

Of course, once we find a formal solution we would really like to turn it back into a solution

in the normal sense (i.e. an honest function). In simple cases we can do this in the direct and

obvious way. The radius of convergence of the formal power series
∑∞

n=0 anx
n is defined

to be the supremal value of r ≥ 0 for which the series
∑∞

n=0 |an|rn converges. The radius of

convergence may be defined in several equivalent ways in addition to this definition:

1. It is equal to lim supn→∞ |an|1/n.

2. It is equal to the supremal value of r for which there exists a constant Cr such that

|an| ≤ Crr
−n for every n ≥ 0 (i.e., for which lim supn→∞ |an|rn is finite).

Here, given a sequence of real numbers cn, we define lim supn→∞ cn and lim infn→∞ cn by

lim sup
n→∞

cn = lim
n→∞

sup
m≥n

cm and lim inf
n→∞

cn = lim
n→∞

inf
m≥n

cm.

The limsup and liminf of a sequence always exist as elements of [−∞,∞] (since they are limits

of monotone sequences) and coincide if and only if limn→∞ cn is well-defined.

Proposition 6.2 (Formal operations and function operations coincide within radii of con-

vergence). Let
∑∞

n=0 ant
n and

∑∞
n=0 bnt

n be formal power series with radii of convergence

ra, rb > 0.
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1. For each m ≥ 1, the formal power series
(∑∞

n=0 ant
n
)(m)

=
∑∞

n=0(n + m)(n + m −
1) · · · (n+1)an+mt

n has radius of convergence ra. Moreover, the function f : (−ra, ra) →
R defined by f(t) =

∑∞
n=0 ant

n is smooth with mth derivative

f (m)(t) =
∞∑
n=0

(n+m)(n+m− 1) · · · (n+ 1)an+mt
n

for each m ≥ 1.

2. The formal power series
(∑∞

n=0 ant
n
) (∑∞

n=0 bnt
n
)
=
∑∞

n=0

(∑n
k=0 akbn−k

)
tn has ra-

dius of convergence at least min{ra, rb}. Moreover, if we define functions f, g, h :

(−min{ra, rb},min{ra, rb}) → R by f(t) =
∑∞

n=0 ant
n, g(t) =

∑∞
n=0 bnt

n, and h(t) =∑∞
n=0

(∑n
k=0 akbn−k

)
tn then h(t) = f(t)g(t) for every |t| < min{ra, rb}.

Proof. 1. The fact that the formal mth derivative
∑∞

n=0(n+m)(n+m− 1) · · · (n+1)an+mt
n

has the same radius of convergence as
∑∞

n=0 ant
n follows since

lim sup
n→∞

((n+m)(n+m− 1) · · · (n+ 1)an+m)
1/n = lim sup

n→∞
a
1/n
n+m = lim sup

n→∞
a1/nn .

The fact that the formal derivative and the actual derivative coincide within the radius of

convergence follows by our theorem about differentiating infinite series term by term: If

r < ra and we define functions fn : [−r, r] → R by fn(t) = ant
n then f

(m)
n = n(n− 1) · · · (n−

m)ant
n−m, so that ∥f (m)

n ∥∞ ≤ n(n − 1) · · · (n −m)|an|rn−m and
∑∞

n=0 ∥f
(m)
n ∥∞ converges by

the ratio test.

2. Let r be strictly smaller than the radius of convergence of both
∑∞

n=0 ant
n and

∑∞
n=0 bnt

n,

so that there exists a constant Cr such that |an|, |bn| ≤ Crr
−n for every n ≥ 0. This allows us

to bound ∣∣∣∣∣∣
n∑

k=0

akbn−k

∣∣∣∣∣∣ ≤ nC2
r r

−n

for every n ≥ 0, from which it follows that the power series
∑∞

n=0(
∑n

k=0 akbn−k)t
n has radius

of convergence at least r. Since r < min{ra, rb} was arbitrary, it follows that the radius of

convergence is at least min{ra, rb} as claimed.

We have by definition of infinite series that
∑∞

n=0 ant
n = limN→∞

∑N
n=0 ant

n and
∑∞

n=0 bnt
n =

limN→∞
∑N

n=0 bnt
n. Thus, whenever both these limits exist we have that(

∞∑
n=0

ant
n

)(
∞∑
n=0

bnt
n

)
= lim

N→∞

 N∑
n=0

ant
n

 N∑
n=0

bnt
n

 .
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Now, for each N we can write N∑
n=0

ant
n

 N∑
n=0

bnt
n

 =
2N∑
n=0

 2N∑
k=0

akbn−k1(k, n− k ≤ N)

 tn

=
N∑

n=0

 n∑
k=0

akbn−k

 tn +
2N∑

n=N+1

 n∑
k=0

akbn−k1(k, n− k ≤ N)

 tn.

Letting r be strictly smaller than the radius of convergence of both
∑∞

n=0 ant
n and

∑∞
n=0 bnt

n

and using the bound |an|, |bn| ≤ Crr
−n as above allows us to bound the error term appearing

here ∣∣∣∣∣∣
2N∑

n=N+1

 n∑
k=0

akbn−k1(k, n− k ≤ N)

 tn

∣∣∣∣∣∣ ≤
∑

n=N+1

nC2
r (t/r)

n,

so that ∣∣∣∣∣∣
2N∑

n=N+1

 n∑
k=0

akbn−k1(k, n− k ≤ N)

 tn

∣∣∣∣∣∣→ 0 as N → ∞ when t < r.

Thus, it follows that if |t| < r then(
∞∑
n=0

ant
n

)(
∞∑
n=0

bnt
n

)
= lim

N→∞

 N∑
n=0

ant
n

 N∑
n=0

bnt
n


= lim

N→∞

N∑
n=0

 n∑
k=0

akbn−k

 tn +
2N∑

n=N+1

 n∑
k=0

akbn−k1(k, n− k ≤ N)

 tn

=
N∑

n=0

 n∑
k=0

akbn−k

 tn =
∞∑
n=0

n∑
k=0

akbn−kt
n,

and the claim follows since r < min{ra, rb} was arbitrary.

This proposition has the following consequence: If
∑

n=0 ant
n is a formal power series

solution to a generalized polynomial ODE P (t, f, . . . , f (n)) = 0 that has positive radius of

convergence, then the honest function defined through this power series is a solution to the

ODE within that radius of convergence. Moreover, in this situation the derivatives of f at

zero are all given by f (n)(0) = n!an.

In the example f ′ = f we studied above, the formal solution a0
∑∞

n=0
tn

n!
has infinite radius

of convergence and we deduce that the function R → R defined by this power series (namely,

the exponential function) is an honest solution to the ODE.

We can also go in the other direction:
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Corollary 6.3. If I is an open interval containing 0 and (I, f) is a solution to the generalized

polynomial ODE P (t, f, . . . , f (m)) = 0 that is real analytic at zero, then the Taylor series∑∞
n=0

f (n)(0)
n!

tn is a formal solution to the same ODE.

Example 6.4. Let’s now consider the ODE f ′ = f 2. We already studied this equation using

other methods and saw that every maximal solution is either of the form (R, 0), ((c,∞), 1/(c−
t)), or ((−∞, c), 1/(c − t)). For a formal power series

∑∞
n=0 ant

n to be a formal solution to

the ODE, we must have that

∞∑
n=0

(n+ 1)an+1t
n =

(
∞∑
n=0

ant
n

)′

=

(
∞∑
n=0

ant
n

)2

=
∞∑
n=0

 n∑
k=0

akan−k

 tn.

By definition, this means that the equality

(n+ 1)an+1 =
n∑

k=0

akan−k

holds for every n ≥ 0, and hence that

an+1 =
1

n+ 1

n∑
k=0

akan−k

for every n ≥ 0. Note that this uniquely specifies the whole sequence (an)n≥0 in terms of a0.

To find a formula for general n, we can input a few small values, guess a formula, then prove

this formula by induction. To this end, we see that

a1 = a20, a2 =
1

2
(a0a1 + a1a0) = a30, a3 =

1

3
(a0a2 + a1a1 + a2a0) = a40, . . .

and it seems reasonable to guess that an = an+1
0 for every n ≥ 1. It is easy to check by

induction that this does indeed work: If ak = ak+1
0 for every 0 ≤ k ≤ n then

an+1 =
1

n+ 1

n∑
k=0

akan−k =
1

n+ 1

n∑
k=0

an+2
0 = an+2

0

as required. This means that every formal solution to our ODE is of the form

∞∑
n=0

an+1
0 tn

for some a0 ∈ R. For each a0 ̸= 0 this series has radius of convergence |a0|−1 and, as expected,

the function defined by summing the series within this radius of convergence coincides with

the function a0/(1− a0t) = 1/(a−1
0 − t) within this radius of convergence.
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As such, we see in this example that: 1) the formal solution can be summed within its

radius of convergence to give us a solution to the ODE, but this solution is not necessarily

maximal. 2) We naturally do not see the maximal solutions that are not defined at zero as

formal power series solutions.

Remark 6.5. In general when we find the formal solution to an ODE there is no reason to

expect that we can find a nice formula for the coefficients or that we can recognize the resulting

function as ‘something we know’. (Of course this is not a well-defined mathematical notion!)

Example 6.6. Consider the linear ODE

f ′′ = tf ′ + f,

which we previously studied using the Laplace transform. For a formal power series
∑∞

n=0 ant
n

to be a formal solution to the ODE, we must have that

∞∑
n=0

(n+ 2)(n+ 1)an+2t
n = t

∞∑
n=0

(n+ 1)an+1t
n +

∞∑
n=0

ant
n

=
∞∑
n=0

n1(n ≥ 1)ant
n +

∞∑
n=0

ant
n =

∞∑
n=0

(n+ 1)ant
n

By definition, this means that the equality

(n+ 2)(n+ 1)an+2 = (n+ 1)an

holds for every n ≥ 0. By induction, this means that

an =


(∏n/2−1

k=0 (n− 2k)
)−1

a0 n even(∏⌊n/2⌋
k=0 (n− 2k)

)−1

a1 n odd
.

The products appearing here, which is equal to the product of all positive numbers smaller

than n with the same parity as n, is known (for some reason) as the double factorial and

denoted by n!!. (Note that his is not the same thing as (n!)!, which is much larger than n!!.)

Using this notation allows us to write our formal solution neatly as

∞∑
n=0

a01(n even) + a11(n odd)

n!!
tn.

This formal power series has infinite radius of convergence by the ratio test. Thus, any

function defined by one of these formal power series is a maximal solution to the ODE with

f(0) = a0 and f ′(0) = a1; it follows from global Picard-Lindelöf that every maximal solution

is of this form. On the other hand, this series doesn’t look like the Taylor series of anything

we’re familiar with, so we don’t obviously obtain a closed-form solution (i.e., a solution in
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terms of compositions of known functions). This isn’t necessarily a problem depending on

what we want to do with our solution, but in fact in this case we can write the solution in

terms of standard functions with some work.

Indeed, note that if a1 = 0 then, since (2m)!! = 2mm! for every m ≥ 0, our solution is

given by
∞∑
n=0

a0
2nn!

t2n = a0e
1
2
t2 .

Double factorials of odd numbers are not so nice, so it’s unclear what we would do when a1
is not zero. In the following exercise you will give a solution by quadrature using the method

of Wronskians, which, in general, lets us compute an nth linearly independent solution of an

nth order linear ODE in terms of (integrals of) any collection of n − 1 linearly independent

solutions.

Exercise 53 (Wronskians). Suppose that f, g : R → R are two solutions to the second-

order homogeneous linear ODE f ′′ + a(t)f ′ + b(t)f = 0, with a, b : R → R continuous. The

Wronskian of f and g is the function W (f, g) : R → R defined by

W (f, g) = det

(
f g

f ′ g′

)
= fg′ − f ′g.

1. Prove that if W (f, g)(t0) ̸= 0 for some t0 then {f, g} is a basis for the space of solutions

to the ODE.

2. Prove that W (f, g) satisfies the ODE W (f, g)′ = −a(t)W (f, g).

3. Find a first-order linear ODE satisfied by g defined in terms of f and W (f, g)(0), and

use this to give a formula for g in terms of f , a, b, g(0) and g′(0).

4. Find a basis of solutions to the ODE f ′′ = tf ′+f . [You may use that et
2/2 is a solution.]

Example 6.7. Consider the ODE tf ′ − 2f − 2t2 = 0. This ODE is not in our usual form,

since the top derivative f ′ has not been solved for, but it is of the form P (t, f, f ′) = 0 for a

polynomial P so that there is a well-defined notion of what is means for a formal power series

to be a formal solution. Indeed,
∑∞

n=0 ant
n is a formal solution if and only if

∞∑
n=0

1(n ≥ 1)nant
n − 2t2 −

∞∑
n=0

2ant
n.

In order for this to hold we must have that 2a2 − 2 − 2a2 = 0, which is impossible, so that

there do not exist any formal power series solutions to this ODE. On the other hand, we can

check that

f(t) =

t2 log t2 t ̸= 0

0 t = 0
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is a solution to the ODE. This function is not analytic at zero (indeed, it is not three-times

differentiable at zero).

Theorem 6.8 (Existence and uniqueness of formal solutions). Every polynomial ODE of the

form f (m) = P (t, f, . . . , f (m−1)) has exactly one formal solution f(t) =
∑∞

n=0 ant
n for each

given values of a0, . . . , an−1.

Proof. If f(t) =
∑∞

n=0 ant
n then the formal power series P (t, f, . . . , f (m−1)) has the property

that the kth coefficient P (t, f, . . . , f (m−1))k is determined by the first k +m − 1 coefficients

a0, . . . , ak+m−1 of f for each k ≥ 0. This can be verified formally by induction on the degree

of P , using that the first k coefficients of f (m) are determined by the first k + m coeffi-

cients of f , that the first k coefficients of the product (
∑∞

n=0 ant
n)(
∑∞

n=0 bnt
n) are determined

by the first k coefficients of
∑∞

n=0 ant
n and

∑∞
n=0 bnt

n, and that the first k coefficients of

tr
∑∞

n=0 ant
n are determined by the first k − r coefficients of

∑∞
n=0 ant

n. Thus, the ODE

f (m) = P (t, f, . . . , f (m−1)) determines the n + mth coefficient of f as a function of the first

n+m−1 coefficients of f for each n ≥ 0, and it follows that there is a unique formal solution

for each given value of (a0, . . . , am−1).

Theorem 6.9 (Positive radius of convergence). Let f(t) =
∑∞

n=0 ant
n be a formal solution

of a polynomial ODE of the form f (m) = P (t, f, . . . , f (m−1)). Then
∑∞

n=0 ant
n has positive

radius of convergence.

This theorem together with the equivalence of formal and function operations within

the radius of convergence yields the following corollary, which is a special case of Cauchy’s

Theorem.

Corollary 6.10. If I ⊆ R is open and (I, f) is a solution to the polynomial ODE f (m) =

P (t, f, . . . , f (m−1)) then f is real analytic on I.

Cauchy’s Theorem states more generally that solutions to ODEs of the form f (m) =

F (t, f, . . . , f (m−1)) where F is analytic are analytic (see also the Cauchy–Kovalevskaya theo-

rem for PDEs). Cauchy’s theorem is usually proven using sophisticated tools from complex

analysis etc. We will prove Theorem 6.9 in a more direct and elementary way by recursively

bounding the coefficients of the solution. (Warning: “Elementary” proofs can be significantly

more complicated than their more conceptually sophisticated counterparts!)

(This proof was not lectured in 2024.)

Proof of Theorem 6.9. Let a0, a1, . . . , am−1 be given and let the coefficients (an)n≥m be deter-

mined by letting f(t) =
∑∞

n=0 ant
n be a formal solution to the ODE f (m) = P (t, f, . . . , f (m−1)).

Express P (t, f, . . . , f (m−1)) as

P (t, f, . . . , f (m−1)) =
ℓ∑

i=1

λit
rifk0,i · · · (f (m−1))km−1,i
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for some real numbers λ1, . . . , λℓ and non-negative integers ri and kj,i with 1 ≤ i ≤ ℓ and

0 ≤ j ≤ m− 1, let P̃ be the polynomial defined by

P̃ (t, f, . . . , f (m−1)) = f (m−1) +
ℓ∑

i=1

|λi|trifk0,i · · · (f (m−1))km−1,i ,

so that all the coefficients of P̃ are non-negative. Let the sequence (ãn)n≥0 be given by taking

ãn = 1+max0≤i≤m−1 |ai| for every 0 ≤ n ≤ m−1 and letting (ãn)n≥m be determined by letting

f̃(t) =
∑∞

n=0 ãnt
n be a formal solution to the ODE f̃ (m) = P̃ (t, f̃ , . . . , f̃ (m−1)), so that the

sequence (ãn)n≥0 is non-negative. Since |a∗b|n ≤ (|a|∗ |b|)n for any two sequences a = (an)n≥0

and b = (bn)n≥0, we have by induction on the degree of P that

|an| ≤ ãn

for every n ≥ 0. Moreover, the inclusion of the f term in the definition of P̃ , together with the

fact that all the coefficients of P̃ are non-negative, ensures that the sequence (ãn)n≥0 satisfies

the inequality

(n+m)(n+m− 1) · · · (n+ 1)ãn+m ≥ (n+m− 1) · · · (n+ 1)ãn+m−1

for every n ≥ 0, and hence that

(n+ 1)ãn+1 ≥ ãn

for every n ≥ 0, where the fact that this holds for 0 ≤ n ≤ m− 1 follows by definition of

ã0, . . . , ãm−1. Applying this inequality recursively we deduce that

(n+ k)(n+ k − 1) · · · (n+ 1)ãn+k ≥ (n+ k − 1) · · · (n+ 1)ãn+k−1 ≥ · · · ≥ ãn

for every n, k ≥ 0. In other words, if f̃(t) =
∑

n=0 ãnt
n denotes the formal power series

determined by (ãn)n≥0 then the nth coefficient of the formal derivative f̃(t)(k) is an increasing

function of k for each n ≥ 0, and hence that

P̃ (t, f̃ , . . . , f̃ (m−1))n =

f̃ (m−1) +
ℓ∑

i=1

|λi|tri f̃k0,i · · · (f̃ (m−1))km−1,i


n

≤

f̃ (m−1) +
ℓ∑

i=1

|λi|tri(f̃ (m−1))ki


n

where ki =
∑m−1

j=0 kj,i.

Our aim is to bound the coefficients ãn in terms of the coefficients of the formal solution

to a simpler ODE that we can solve exactly. To this end, let λ = 1 +
∑ℓ

i=1 |λi|, let k =

2 + max1≤i≤ℓ ki, and consider the ODE g′ = λgk. We can solve the ODE g′ = λgk non-
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formally by thinking of it as a separable equation to find the family of solutions

g =
λ1/(k−1)(k − 1)1/(k−1)

(t0 − t)1/(k−1)
t0 > 0, t < t0,

and the generalized binomial theorem allows us to write this solution as a convergent power

series

λ1/(k−1)(k − 1)1/(k−1)

(t0 − t)1/(k−1)
=
λ1/(k−1)(k − 1)1/(k−1)

t
1/(k−1)
0

(1− (t/t0))
−1/(k−1)

=

(
λ(k − 1)

t0

)1/(k−1) ∞∑
n=0

(−1)n

tn0n!

n−1∏
i=0

(−i− 1/(k − 1))

 tn.
and it follows that

g(t) =
∞∑
n=0

(
λ(k − 1)

t0

)1/(k−1)
(−1)n

tn0n!

n−1∏
i=0

(−i− 1/(k − 1))

 tn.
is also a formal solution to the ODE g′ = λgk for each t0 > 0. The coefficients of this

power series are all positive since the two negatives always cancel for n odd, and since they

become large when t0 is small we can take t0 sufficiently small that these coefficients satisfy

gn ≥ f̃
(m−1)
n for every 0 ≤ n ≤ m. Moreover, we also have that

gn+1

gn
=

(n+ 1/(k − 1))

(n+ 1)t0

for every n ≥ 0, so that if t0 is sufficiently small then gn+1 ≥ gn for every n ≥ 0. This implies

that the coefficients of gℓ are also increasing for every ℓ ≥ 1:

Exercise 54. Prove that if
∑∞

n=0 ant
n and

∑∞
n=0 bnt

n are formal power series such that the

sequences (an)n≥0 and (bn)n≥0 are both non-negative and increasing then the coefficients of the

product (
∑∞

n=0 ant
n)(
∑∞

n=0 bnt
n) are non-negative and increasing. Deduce that (

∑∞
n=0 ant

n)ℓ

has non-negative, increasing coefficients for every ℓ ≥ 1.

Exercise 55. Prove that if f(t) =
∑∞

n=0 ant
n is a formal power series with a0 ≥ 1 and the

sequence (an) is non-negative then f ℓ
n ≥ fn for every n ≥ 0 and ℓ ≥ 1.

We claim that if t0 is small enough that both inequalities hold then gn ≥ f̃
(m−1)
n for every

n ≥ 0. We prove this by induction on n, the base case n = 0 being trivial by choice of t0.

Suppose that the claim has been proven for all 0 ≤ i ≤ n for some n ≥ 0. Then we have that

f̃
(m−1)
n+1 =

1

n+ 1
f̃ (m)
n =

1

n+ 1
P̃ (t, f̃ , . . . , f̃ (m−1))n ≤ 1

n+ 1

f̃ (m−1) +
ℓ∑

i=1

|λi|tri(f̃ (m−1))ki


n

.
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Since the right hand side is an increasing function of the coefficients f
(m−1)
0 , . . . , f

(m−1)
n , it

follows from the induction hypothesis that

f̃
(m−1)
n+1 ≤ 1

n+ 1

g + ℓ∑
i=1

|λi|trigki


n

≤ λgkn
n+ 1

=
g′n

n+ 1
= gn+1

where the second inequality holds by our two exercises and the penultimate equality follows

since g is a formal solution to the ODE g′ = λgk.

Putting this all together, it follows that

|an| ≤ ãn =
1

n(n− 1) · · · (n−m+ 2)
f̃
(m−1)
n−m+1 ≤ gn−m+1

for every n ≥ m, and since g has positive radius of convergence it follows that
∑∞

n=0 ant
n does

also.

Example 6.11. Consider the ODE t2

2
f ′ + t2

2
− f = 0. This ODE is not in our usual form,

since the top derivative f ′ has not been solved for, but it is of the form P (t, f, f ′) = 0 for a

polynomial P so that there is a well-defined notion of what is means for a formal power series

to be a formal solution. Indeed,
∑∞

n=0 ant
n is a formal solution if and only if

∞∑
n=0

1(n ≥ 2)(n− 1)
an−1

2
tn +

t2

2
−

∞∑
n=0

ant
n.

For this to hold we must have that a0 = a1 = 0, that a2 =
1
2
, and that

(n− 1)an−1

2
= an

for every n ≥ 3, so that, inductively,

an =
(n− 1)

2
an−1 =

(n− 1)

2

(n− 2)

2
an−2 = · · · = (n− 1)!

2n−2
a2 =

(n− 1)!

2n−1

for every n ≥ 2. Thus, the only formal solution to the ODE is given by

∞∑
n=0

(n− 1)!

2n−1
1(n ≥ 2)tn,

which has zero radius of convergence. Later we will see that this formal solution is still

meaningful even though it cannot be summed to give a function solving the ODE.

Exercise 56. Find all formal power series solutions to Stokes equation f ′′ = tf .

Exercise 57. Find all formal power series solutions to f ′′ = f ′f .
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6.3 Composition of formal power series and analytic ODEs

So far we have been discussing formal power series solutions only in the context of polynomial

ODEs. While this is already a very large class (including most examples one encounters in

practice), the theory can also be applied to analytic ODEs using the notion of the formal

composition of formal power series.

Suppose that f(t) =
∑∞

n=0 ant
n and g(t) =

∑∞
n=0 bnt

n. We would like to be able to define

the formal composition by

f(g(t)) =
∞∑
n=0

ang(t)
n = a0 + a1(b0 + b1t+ · · · ) + a2(b0 + b1t+ · · · )2 + · · · .

If b0 is not zero, then we get infinitely many constant terms when expanding the right hand

side, so that the series cannot be defined without getting into issues of convergence – which

we do not want to do when using formal power series! On the other hand, if the constant

term b0 is equal to zero, we only get finitely many terms contributing to the coefficient of

each power of t and can therefore define the formal composition f(g(t)) by

f(g(t)) = a0 +
∞∑
n=0

 n∑
k=1

ak
∑

j1,...,jk≥1∑
ji=n

bj1 · · · bjk

 tn.

Similarly, if f : I → R is a real analytic function defined on some open set I and g(t) =∑∞
n=0 bnt

n is a formal power series with b0 ∈ I, we can write f as a power series around b0

f(t) =
∞∑
n=0

f (n)(a0)

n!
(t− b0)

n

and define the formal composition f(g(t)) to be the formal power series

f(g(t)) = f(b0) + f ′(b0)(b1t+ b2t
2 + · · · ) + f ′′(b0)

2!
(b1t+ b2t

2 + · · · )2 + · · ·

= f(b0) +
∞∑
n=0

 n∑
k=1

f (k)(b0)

k!

∑
j1,...,jk≥1∑

ji=n

bj1 · · · bjk

 tn.

Thus, there is a well-defined notion of a formal power series f(t) =
∑∞

n=0 ant
n being a formal

solution to an ODE of the form, say, f (m) = F (f) where F is a real analytic function whose

domain contains a0. (Of course one can also define formal solutions to ODEs of the form

F (t, f, . . . , f (m)) = 0 for F analytic, but I don’t want to get into a discussion of analytic

functions in multiple variables.)
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Example 6.12. Let f(t) =
∑∞

n=0 ant
n be a formal solution to the ODE f ′ = cos(f) with

a0 = 0. This ODE means that

∞∑
n=0

ant
n = 1 +

∞∑
n=0

 n∑
k=1

(−1)k/2

k!
1(k even)

∑
j1,...,jk≥1∑

ji=n

aj1 · · · ajk

 tn.

We can solve for the first few coefficients by hand:

a1 = 1

2a2 = 0

3a3 = −1

2
a21 ⇒ a3 = −1

6

4a4 = 0

5a5 = −1

2
a1a3 −

1

2
a3a1 +

1

4!
a41 ⇒ a5 =

1

24
.

One can take the same calculations further with a computer to obtain that

f(t) = t− 1

6
t3 +

1

24
t5 − 61

5040
t7 +

277

72576
t9 − · · ·

It is easy to show by induction that an = 0 for every even n, but no clear pattern emerges for

the odd coefficients. This is just what is to be expected when solving formal ODEs in general!

On the other hand, the ODE f ′ = cos(f) can also be solved as a separable ODE to obtain

the (function) solution

f(t) = 2 tan−1

(
tanh

(
1

2
x

))
,

which is sometimes known13 as the Gudermannian function. The derivatives of this func-

tion at zero are complicated, which is why we didn’t see any obvious pattern in our formal

power series solution.

13I had never heard of this function before I prepared this example.
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7 Recursions, difference equations, and generating functions

Series solutions allow us to reduce the problem of finding the solutions to a polynomial ODE

f (m) = P (t, f, . . . , f (m−1)) to the problem of recursively computing the coefficients a0, a1, . . .

of
∑∞

n=0 ant
n via the relation

an+m =
1

(n+m)(n+m− 1) · · · (n+ 1)
P (t, f, . . . , f (m−1))n

where the right hand side is a function of the coefficients a0, . . . , an+m−1. In particular, this

method allows us to turn a continuous problem (solving an ODE) into a discrete problem

(computing a recursively defined sequence). In this section we discuss how this method can

also be used in reverse, to study discrete problems about recursively defined sequences using

ODE methods.

7.1 Ordinary generating functions

Given a sequence of real numbers (an)n≥0, the formal ordinary generating function of

(an)n≥0 is the formal power series
∑∞

n=0 ant
n. The ordinary generating function of (an)n≥0

is the function defined by summing this formal power series within its radius of convergence

(taking the generating function to have empty domain when the radius of convergence is

zero). The word “ordinary” is used to distinguish the ordinary generating function from the

exponential generating function, which we will discuss later.

The operation of sending a sequence to its generating function is closely analogous to the

operation of sending a function to its Laplace transform. Indeed, if we define a piecewise-

continuous function g by g(t) = an for every n ≥ 0 and every n ≤ t < n+ 1 then

L{g}(s) =
∞∑
n=0

∫ n+1

n

ane
−st dt =

1− e−s

s

∞∑
n=0

ane
−sn

whenever all relevant series and integrals converge absolutely, so that the ordinary gener-

ating function of (an)n≥0 and the Laplace transform of g are ‘the same’ up to a change in

parameterization and multiplication by a simple 1−e−s

s
prefactor.

As with the Laplace transform, there are many identities relating operations on sequences

to operations on ordinary generating functions. Since we are doing everything formally,

all these rules follow directly from the definitions and we do not need to be careful about

convergence issues as we did when discussing the Laplace transform.

1. (Shifting index −→ multiplication by 1/t.) If f(t) is the formal ordinary generating

function of (an)n≥0 then (f(t) − a0)/t is the formal ordinary generating function of
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(an+1)n≥0. Similarly, if k ≥ 1 then

f(t)− a0 − a1t− · · · − ak−1t
k−1

tk

is the formal ordinary generating function of (an+k)n≥0.

2. (Multiplication by n −→ multiplication by t d
dt
.) If f(t) is the formal ordinary generating

function of (an)n≥0 then tf ′(t) is the formal ordinary generating function of (nan)n≥0.

More generally, if P is a real polynomial in one variable then the ordinary generating

function of (P (n)an)n≥0 is given by P (t d
dt
)f(t).

3. (Convolutions −→ products) If f(t) and g(t) are the formal ordinary generating func-

tions of a = (an)n≥0 and b = (bn)n≥0 respectively then f(t)g(t) is the formal ordinary

generating function of a ∗ b. In particular, fk is the formal ordinary generating function

of the sequence  ∑
n1,...nk≥0∑

ni=n

k∏
i=1

ani


n≥0

.

Let us now go through some simple examples where we can use ordinary generating func-

tions to solve recurrences.

Example 7.1. Let N(n, k) be the number of ways of writing n as the ordered sum of k

non-negative integers. For example, N(2, 2) = 3 since we can write 2 as 2 + 0, 1 + 1, and

0 + 2. If we let a = (an)n≥0 be the constant sequence an ≡ 1, then

N(n, k) =
∑

n1,...nk≥0∑
ni=n

1 =
∑

n1,...nk≥0∑
ni=n

k∏
i=1

ani

so that N(n, k) is the nth coefficient of the formal power series (
∑∞

n=0 t
n)k. This formal power

series can be summed to obtain the function(
∞∑
n=0

tn

)k

=
1

(1− t)k

for |t| < 1. The generalized binomial theorem lets us expand this series as

1

(1− t)k
=

∞∑
n=0

(
n+ k − 1

n

)
tn,

so that N(n, k) =
(
n+k−1

n

)
for every n, k ≥ 1.
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Exercise 58. Find a formula for the number of ways of writing n as the ordered sum of k

positive integers.

Example 7.2 (Catalan numbers). For each n ≥ 0 let Cn be the number of ways of writing

n pairs of left and right parentheses so that every left parenthesis is correctly matched to a

right parenthesis (i.e., such that when we read the sequence from left to right, we have at

each step read at least as many left parenthesis as right parentheses). For example,

C1 = #{()} = 1, C2 = #{()(), (())} = 2, C3 = #{()()(), ()(()), (())(), (()()), ((()))} = 5.

To make things work nicely, we also consider the empty sequence, with zero pairs of parenthe-

ses, to be a sequence of parentheses with all parentheses correctly matched and set C0 = 1. Cn

is known as the nth Catalan number and arises in a huge variety of combinatorial enumer-

ation problems (see e.g. Figure 6). In any such sequence of parentheses, the first parenthesis

must be a left parenthesis, which is matched to some right parenthesis, so that we can write

our sequence uniquely in the form (X)Y where X and Y are (possibly length zero) sequences

of correctly-matched parentheses. Considering the possible lengths of the two sequences X

and Y leads to the recurrence

Cn+1 =
n∑

k=0

CkCn−k = (C ∗ C)n

which holds for every n ≥ 0. Thus, if f(t) =
∑∞

n=0Cnt
n is the formal ordinary generating

function of (Cn)n≥0 then
f − 1

t
= f 2.

If
∑∞

n=0Cnt
n has positive radius of convergence then f must satisfy this equality as a function

within this radius of convergence, and we obtain that

f =
1 +

√
1− 4t

2t
or f =

1−
√
1− 4t

2t

for every positive t within the radius of convergence. The first option is not viable since it

converges to ∞ as t ↓ 0. L’Hopital’s rule implies that the second expression converges to 1 as

t ↓ 0, and expanding
√
1− 4t as a power series using the generalized binomial theorem yields

that

√
1− 4t =

∞∑
n=0

(
1/2

n

)
(−4t)n = 1 +

∞∑
n=0

(1
2
)(1

2
− 1) · · · (1

2
− n+ 1)

n!
(−4t)n

= 1−
∞∑
n=1

2n(2n− 3)!!

n!
tn,

114



( )( ( ( ( ) ) ) ) ) ) ) )( ( ( (

Figure 6: The nth Catalan number Cn is also equal to the number of sequences (X0, X1 . . . X2n)
such that |Xi − Xi−1| = ±1 for each 1 ≤ i ≤ 2n, X0 = X2n = 0, and Xi ≥ 0 for every
0 ≤ i ≤ 2n. Such sequences are called Dyck paths. To see this, note that there is a bijection
between such paths and configurations of parentheses defined by taking Xi − Xi−1 = 1 if
the ith parenthesis is a left parenthesis and Xi −Xi−1 = −1 if the ith parenthesis is a right
parenthesis. As such, 2−nCn is equal to the probability that a 2n-step simple random walk
on the integers with X0 = 0 satisfies X2n = 0 and Xi ≥ 0 for every 0 ≤ i ≤ 2n.

where we use the convention that (−ℓ)!! = 1 for ℓ ≥ 0, so that

1−
√
1− 4t

2t
=

1

2t

∞∑
n=1

2n(2n− 3)!!

n!
tn =

∞∑
n=0

2n(2n− 1)!!

(n+ 1)!
tn.

Since this power series has positive radius of convergence, satisfies the equation f−1
t

= f 2,

and takes the value 1 at 0, the coefficients an = 2n(2n−1)!!
(n+1)!

must satisfy the recurrence a0 = 1,

an+1 = (a ∗ a)n, so that they coincide with the Catalan numbers Cn and we have that

Cn =
2n(2n− 1)!!

(n+ 1)!
.

Using the identities (2n − 1)!! · (2n)!! = (2n)! and (2n)!! = 2nn! yields the more standard

expression for the nth Catalan number

Cn =
1

n+ 1

(
2n

n

)
.

Exercise 59. For each n ≥ 1, let An be the number of length-n strings using the symbols “(”,

“)”, and “∗” such that every left parenthesis “(” is correctly matched to a right parenthesis

“)”. For example,

A1 = #{∗} = 1, A2 = #{∗∗, ()} = 2, A3 = #{∗ ∗ ∗, ∗(), ()∗, (∗)} = 4, . . .

Find a recurrence satisfied by the sequence (An)n≥0 and use it to find a formula for An.

Example 7.3. The Fibonacci sequence is defined by a0 = a1 = 1 and an+2 = an + an+1 for

every n ≥ 0. Taking f(t) =
∑∞

n=0 ant
n to be the formal ordinary generating function of this
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sequence, we have the equality of formal power series

∞∑
n=0

an+2t
n =

∞∑
n=0

ant
n +

∞∑
n=0

an+1t
n,

which can be rewritten using the “shifting indices” rule as

f − 1− t

t2
= f +

f − 1

t
. (7.1)

Solving for f yields that

f =
1

1− t− t2
.

Since this function is analytic at 0, has f(0) = f ′(0) = 1, and satisfies the relation (7.1),

the coefficients of its Taylor series at zero must be the Fibonacci sequence. The easy way to

express f as a power series around zero is not directly via its Taylor series, but rather using

partial fractions:

f =
1

1− t− t2
=

1/
√
5

1+
√
5

2
− t

+
1/
√
5

t− 1−
√
5

2

=
1√
5

∞∑
n=0

(
1 +

√
5

2

)n+1

tn− 1√
5

∞∑
n=0

(
1−

√
5

2

)n+1

tn,

so that

Fn =
1√
5

(1 +
√
5

2

)n+1

−

(
1−

√
5

2

)n+1


for every n ≥ 0. Later on we will see a different (easier) way of doing the same computation.

7.2 Exponential generating functions

Given a sequence of real numbers (an)n≥0, the formal exponential generating function

of (an)n≥0 is the formal power series
∑∞

n=0
an
n!
tn. The exponential generating function

of (an)n≥0 is the function defined by summing this formal power series within its radius

of convergence (taking the generating function to have empty domain when the radius of

convergence is zero). In other words, the exponential generating function of (an)n≥0 is the

ordinary generating function of (an/n!)n≥0.

As with ordinary generating functions, there are various identities relating operations on

sequences and operations on exponential generating functions.

1. (Shifting index −→ differentiation.) If f(t) =
∑∞

n=0
an
n!
tn is the formal exponential

generating function of (an)n≥1 and k ≥ 1 then the formal kth derivative f (k) is the

formal exponential generating function of (an+k)n≥0.

2. (Multiplication by n −→ multiplication by t d
dt
.) If f(t) is the formal exponential gen-

erating function of (an)n≥0 then tf ′(t) is the formal exponential generating function of
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(nan)n≥0. More generally, if P is a real polynomial in one variable then the exponential

generating function of (P (n)an)n≥0 is given by P (t d
dt
)f(t). (Yes – this rule is exactly

the same for ordinary and exponential generating functions.)

3. (Binomial convolution −→ multiplication.) If we multiply together two formal expo-

nential generating functions f =
∑∞

n=0
an
n!
tn and g =

∑∞
n=0

bn
n!
tn, what does this mean

in terms of a sequence operation? The formal product f(t)g(t) can be written

f(t)g(t) =
∞∑
n=0

 n∑
k=0

akbn−k

k!(n− k)!

 tn =
∞∑
n=0

 1

n!

n∑
k=0

(
n

k

)
akbn−k

 tn,

so that f(t)g(t) is the formal exponential generating function of the binomial convo-

lution a⊗ b of a = (an)n≥0 and b = (bn)n≥0 defined by

(a⊗ b)n =
n∑

k=0

(
n

k

)
akbn−k.

(This notation is not standard; I made it up.)

Let us see how we can use exponential generating functions to solve some counting prob-

lems. Note that it might not always be obvious whether to use ordinary or exponential

generating functions to solve a given problem, although the presence of binomial convolutions

is a clear sign that exponential generating functions should be appropriate.

Example 7.4.

1. The constant sequence an ≡ 1 has exponential generating function et.

2. The exponential sequence an = λn has exponential generating function eλt.

3. The sequence an = n! has exponential generating function 1/(1− t).

Example 7.5 (Derangements). A derangement of {1, . . . , n} is a bijection σ : {1, . . . , n} →
{1, . . . , n} such that σ(i) ̸= i for every 0 ≤ i ≤ n. (In other words, a derangement is a

permutation with no fixed points.) Let Dn be the number of derangements of {1, . . . , n},
where we set D0 = 1. Since there are n! bijections from {1, . . . , n} to itself, and we can

uniquely specify any such bijection by first choosing its fixed points and then choosing a

derangement of the non-fixed points, we have that

n! =
n∑

k=0

(
n

k

)
Dn−k = (1⊗D)n

for every n ≥ 0. Taking exponential power series of both sides, using that n! has formal

exponential power series 1/(1 − t) and 1 has formal exponential power series et, we obtain
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that

et
∞∑
n=0

Dn

n!
tn =

1

1− t

and hence that
∞∑
n=0

Dn

n!
tn =

e−t

1− t
.

Since e−t is the formal exponential power series of (−1)n it follows by a second application of

the binomial convolution rule that

∞∑
n=0

Dn

n!
tn =

∞∑
n=0

1

n!

 n∑
k=0

(
n

k

)
(−1)n−kk!

 tn

and hence that

Dn =
n∑

k=0

(
n

k

)
(−1)n−kk! = n! ·

[
1− 1

1!
+

1

2!
− · · ·+ (−1)n

n!

]
.

In particular, for large n, Dn is approximately equal to n!/e. This means that the probability

that a uniformly random permutation of {1, . . . , n} has no fixed points converges to 1/e as

n→ ∞. In fact, noting that the error satisfies

∣∣∣∣Dn −
n!

e

∣∣∣∣ =
∣∣∣∣∣∣

∞∑
k=n+1

(−1)k
n!

k!

∣∣∣∣∣∣ ≤ 1

n+ 1
,

which is less than 1/2 for n ≥ 2 (the last inequality follows since if (an)n≥0 is any decreasing

sequence then |
∑∞

n=0(−1)nan| ≤ a0), Dn must actually be equal to the closest integer to n!/e

for every n ≥ 2, and in fact this is true for n = 1 also.

Example 7.6 (Binary rooted trees with increasing labels). Let An be the number of functions

φ from {1, . . . , n} to itself such that φ(1) = 1, φ(k) < k for every k > 0 and φ−1(k) \ {1} =

{2 ≤ m ≤ n : φ(m) = k} has at most two elements for every 2 ≤ k ≤ n. See Figure 7 for a

visualization of these functions as flow charts, where we see that A1 = A2 = 1, A3 = 2, and

A4 = 5. We also set A0 = 1 to make the rest of the calculation work out nicely. Since the

only feature of the numbers {1, . . . , n} that we use to define An is their relative order, An also

counts the number of functions φ from any set Ω of n integers with minimal element n0 to

itself such that φ(k) < k for every k ∈ Ω \ {n0} and with |φ−1(k) \ {n0}| ≤ 2 for every k ∈ Ω.

We call such a function an admissible function on Ω.

To get a recursion for An, we first note that if φ : {1, . . . , n + 1} is admissible with
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2

1

2

1

2

3

3

1

2 2
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1 1

2 3

4

1

2 3

4

1
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3

Figure 7: The functions counted in example 7.6 represented as binary rooted trees with
increasing labels. Our calculation shows that the higher derivatives of tan at π/4 are secretly
counting these diagrams.

|ϕ−1(1) \ {1}| = 1 then we must have that φ−1(1) = {1, 2} and that

ψ(k) =

ϕ(k) k ̸= 2

2 k = 2

defines an admissible function on {2, . . . , n+ 1}. This defines a bijection between admissible

functions on {1, . . . , n+1} with |ϕ−1(1) \ {1}| = 1 and admissible functions on {2, . . . , n}, so
that the total number of such functions is An.

On the other hand, if |φ−1(1) \ {1}| = 2, we can partition the numbers {2, . . . , n + 1}
into two sets X and Y according to the last number taken by the iterates (k, φ(k), φ2(k), . . .)

before it fixates at 1. (In other words, in the pictorial representation of Figure 7, we separate

the numbers {2, . . . , n + 1} into those appearing on the two sides of the tree.) Similarly to

above, in this case the function φ can be uniquely specified by specifying the unordered pair

of sets {X, Y } whose union is {2, . . . , n+ 1}, an admissible function on X and an admissible

function on Y . As such, the number of admissible functions on {1, . . . , n + 1} such that

|φ−1(1) \ {1}| = 2 is given by 1
2

∑n−1
k=1

(
n
k

)
AkAn−k, where the factor 1/2 comes from the fact

that the order of the pair {X, Y } does not matter.
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Putting these two identities together yields that

An+1 = An +
1

2

n−1∑
k=1

(
n

k

)
AkAn−k =

1

2

n∑
k=0

(
n

k

)
AkAn−k +

1

2
1(n = 0),

where the second equality comes from the expression for the sum over the “missing terms”

1

2

∑
k∈{0,n}

(
n

k

)
AkAn−k =

1
2
(A0An + AnA0) = An n > 0

1
2
A2

0 =
1
2

n = 0.

(Be careful: The fact that something special happens at zero [or other small values of n]

is extremely easy to miss when doing these calculations!!) Thus, if f =
∑∞

n=0
An

n!
tn is the

exponential generating function of (An)n≥0 then f is a formal solution to the polynomial

ODE

f ′ =
1

2
(f 2 + 1).

Being a formal solution to a polynomial ODE of the form f ′ = P (f), the formal power series

f must have positive radius of convergence, and therefore defines a real analytic function

on some open interval containing 0 that solves the ODE 2f ′ = f 2 + 1. Since this ODE is

separable, we can solve it as a separable ODE:∫
2df

f 2 + 1
=

∫
1 dt

We can recognize the integral on the left as 2 tan−1(f) and rearrange to obtain solutions of

the form

f = tan

(
t

2
+ C

)
.

Since we want the solution to have f(0) = A0 = 1 we must have that tan(C) = 1; taking C =

π/4 works. Since function and formal operations coincide within the radius of convergence

and since this f is the unique solution to the ODE with f(0) = 1 by Picard-Lindelöf, we must

have that
∞∑
n=0

An

n!
tn = tan

(
t

2
+
π

4

)
.

Unfortunately there is no nice expression for the Taylor series of tan, so that we do not get a

nice formula for An. (Again, “a nice formula” does not have a precise mathematical meaning

here. The double factorial n!! would not look that nice either if we didn’t have notation for

it and just wrote it as a product.)

In the next section we will learn about what we can get out of having a nice expression

for the ordinary/exponential generating function of a sequence even if this does not lead to

such a nice formula; this is very similar to the question of what we can learn from the Laplace
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transform of a function when we are not able to explicitly invert the Laplace transform.

Exercise 60. Use exponential generating functions to solve the recursion

An+1 = −1

2

n−1∑
k=1

(
n

k

)
AkAn−k+1

with A0 = 1.

Exercise 61. Using exponential generating functions, find a formula for the number of (iso-

morphism classes of) trees with n leaves labelled 1, . . . , n and with unlabelled internal vertices

each having degree exactly 3.

1

23

1

2

1

1 2

3 4

1 2

3 4

1 2

3 4

(The first few numbers in this sequence are 1, 1, 1, 3, . . .)

7.3 Difference equations

Given a sequence (an)n≥0, the sequence of differences (∆an)n≥0 is defined by ∆an = an+1−an,
so that ∆ is a discrete analogue of differentiation. A kth order difference equation is a

recurrence relation of the form

∆ka = F (t, a,∆a, . . . ,∆k−1a).

In practice “difference equation” is used less precisely than this, and is often just used inter-

changeably with “recurrence relation.” The theory of difference equations is closely analogous

to that of ODEs, and various simple difference equations become ODEs after we take gen-

erating functions. As in the ODE case, kth order linear difference equations can always be

thought of as a first order difference in k dimensions:

∆


∆k−1a

∆k−2a
...

∆a

a

 = ∆


F (t, a,∆a, . . . ,∆k−1a)

∆k−1a
...

∆2a

∆a


A kth order linear difference equation is a difference equation of the form

an+k + ck−1(n)an+k−1 + · · ·+ c0(n)an = b(n)
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where c0, . . . , ck−1 and b are function from {0, 1, . . .} to R. (We could write this relation in

terms of the differences, but there’s not much reason to do so.) As in the ODE case, linear

ODEs can be written in terms of matrices as
an+k

an+k−1

...

an+1

1

 =


−ck−1(n) −ck−2(n) · · · −c1(n) −c0(n) b(n)

1 0 · · · 0 0 0
...

. . .

0 0 · · · 1 0 0

0 0 · · · 0 0 1




an+k−1

an+k−2

...

an
1

 ,

so that if we write an = (an+k−1, · · · , an) and write A(n) for the matrix appearing here then(
an+1

1

)
= A(n)

(
an

1

)
= A(n)A(n− 1) · · ·A(0)

(
a0

1

)
.

If A(n) = A is constant, then this simplifies to(
an+1

1

)
= An

(
a0

1

)
.

So that solving constant-coefficient linear difference equations reduces to taking powers of

matrices just as solving constant-coefficient linear ODEs reduces to taking exponentials of

matrices; such powers can be computed efficiently by diagonalizing / taking the Jordan normal

form as appropriate just as we did when exponentiating.

Exercise 62. Use this method to derive the formula for the nth Fibonacci number.

Note also that if a solves a constant coefficient linear difference equation

an+k + ck−1an+k−1 + · · ·+ c0an = b

then the formal exponential generating function f(t) =
∑

n=0
an
n!
tn of a satisfies the constant

coefficient linear ODE

f (k) + ck−1f
(k−1) + · · ·+ c0f = bet.

This means that there is a sense in which constant coefficient linear ODEs and difference

equations are equivalent, rather than merely analogous.
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8 Introduction to asymptotic analysis

The goal of this section is to provide a brief introduction to asymptotic analysis and Tauberian

theory. Asymptotic analysis is a huge topic that could easily be the subject of an entire course,

so we will only be scratching the surface.

8.1 Asymptotic notation

We begin with a primer on asymptotic notation. Asymptotic notation is extremely useful

throughout analytic branches of mathematics, and is what modern researchers in probability,

combinatorics, PDE, theoretical computer science theory, analytic number theory, etc. use to

describe their work. Part of the utility of this notation is that it is very flexible, which makes

it difficult to provide a single unified formal framework for its use, and you should not always

expect other uses of this notation that you see to strictly conform to the rules we set out here.

Here are the basics. Suppose that we have non-negative functions f and g defined

on domains including a neighbourhood of some point t ∈ [−∞,+∞]; if t = +∞ or −∞
this means that their domains include all sufficiently large positive or negative numbers as

appropriate. “Big-O”, “little-o”, “big-Ω”, and “little-ω” notation are defined as follows:

“f(t) = O(g(t)) as t→ t0” means that lim sup
t→t0

f(t)

g(t)
<∞

“f(t) = o(g(t)) as t→ t0” means that lim sup
t→t0

f(t)

g(t)
= 0

“f(t) = Ω(g(t)) as t→ t0” means that lim inf
t→t0

f(t)

g(t)
> 0

“f(t) = ω(g(t)) as t→ t0” means that lim inf
t→t0

f(t)

g(t)
= ∞.

We also define “Θ” notation (there is no little-θ)

“f(t) = Θ(g(t)) as t→ t0” means that f(t) = O(g(t)) and f(t) = Ω(g(t)) as t→ t0.

Finally, we write

“f(t) ∼ g(t) as t→ t0” to mean that lim
t→t0

f(t)

g(t)
= 1,

in which case we say f is asymptotically equal to g as t → t0. All these notions extend

in obvious ways to situations where e.g. one has sequences instead of continuous-domain

functions, or where one requires t to converge to t0 from a particular direction. Often one

omits the “as t→ t0” part if the relevant limit is obvious from context.

Some warnings are in order:
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1. The requirement that quantities written in this notation are always non-negative is not

completely standard, but greatly increases the expressive power of the notation. If we

want to talk about quantities of uncertain sign we can use ±, so that e.g.

f(x) = ±O(x2) as x→ +∞

means that |f(x)| = O(x2) as x→ +∞.

2. In some fields one often sees big-O notation used to mean what we denote Θ here (often

in the same places where it is also used in the same way we use big-O). We much prefer

having two different notations for the two different things.

Another feature of this notation is that we can use expressions like O(g(t)) etc. to stand

in for a function satisfying the appropriate asymptotic bound as part of a more complicated

expression. So, for example,

f(t) = f(t0) + (t− t0)f
′(t0)± o(|t− t0|) as t→ t0

means that there exists a function h(t) with |h(t)| = o(|t − t0|) as t → t0 such that f(t) =

f(t0) + (t− t0)f
′(t0) + h(t), and

an = e(1+o(1))n as n→ ∞

means that there exists a non-negative sequence h(n) with h(n) → 0 as n → ∞ such that

an = e(1+h(n))n. Moreover, f(t) ∼ g(t) as t→ t0 if and only if f(t) = (1± o(1))g(t) as t→ t0.

8.2 Asymptotic expansions

As we saw with the example f(x) = e−x−2
, it is not always true that a smooth function can

always be recovered from its Taylor series around a point (not every smooth function is real

analytic). Still, Taylor’s theorem does tell us that if f is smooth at x0 then

f(x) =
N∑

n=0

f (n)(x0)

n!
(x− x0)

n ± o(|x− x0|N)

as x → x0 for each N ≥ 0. Thus, there is still some weak sense in which f is “equal” to the

infinite sum
∑∞

n=0
f (n)(x0)

n!
(x − x0)

n, even when this sum is not well-defined! This motivates

the definition of an asymptotic expansion, of which the Taylor series is a key example.

Just as we previously considered formal power series, we can now consider arbitrary formal

series of functions
∑∞

n=0 anfn. (Rigorously, this is ‘just notation’ for a sequence of functions

(f0, f1, . . .) and coefficients (a0, a1, . . .). We will put more conditions on these functions if we

want to define multiplication and differentiation formally.) Let t0 ∈ [−∞,∞] and let Ω ⊆ R
be an open interval which either contains t0 or has t0 as an endpoint. Given a function f and
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a sequence of functions (fn)n≥0 defined on Ω such that |fn+1(t)| = o(|fn(t)|) as t → t0 and a

sequence of real numbers (an)n≥0, we say that

f(t) =
∞∑
n=0

anfn(t) mod t.s.t.s asymptotically as t→ t0

if

f(t) =
N∑

n=0

anfn(t)± o(|fN(t)|) as t→ t0 for every N ≥ 0

or equivalently if

f(t) =
N∑

n=0

anfn(t)±O(|fN+1(t)|) as t→ t0 for every N ≥ 0.

Exercise 63. Prove that these two definitions are equivalent.

The “equality” f(t) =
∑∞

n=0 fn(t) is referred to as an asymptotic expansion of f(t).

The “t.s.t.s” in this notation stands for “transcendentally small terms”, and refers to the fact

that if f and g are two functions satisfying |f(t)− g(t)| = o(|fk(t)|) as t→ t0 for every k ≥ 0

then we can have that both

f(t) =
∞∑
n=0

anfn(t) mod t.s.t.s asymptotically as t→ t0

and

g(t) =
∞∑
n=0

anfn(t) mod t.s.t.s asymptotically as t→ t0

even when f and g are not actually equal. Be careful to note that what constitutes a tran-

scendentally small term depends on the sequence of functions (fn)n≥0. As before, all these

notions have alternative versions making sense for sequences and for one-sided convergence

t ↑ t0 or t ↓ t0.

Remark 8.1. The standard notation for asymptotic expansions is just

f(t) ∼
∞∑
n=0

anfn(t) as t→ t0.

Our (highly non-standard) notation is chosen to avoid overloading the ∼ notation (since, in

our usage, the simpler relation f(t) ∼ a0f0(t) holds in this case when a0 ̸= 0) and to stress

that anything going to zero faster than everything used in the sequence of functions used in

the expansion is invisible to the expansion.

125



Note that if

f(t) =
∞∑
n=0

anfn(t) mod t.s.t.s asymptotically as t→ t0

for some sequence of coefficients (an)n≥0 then we can compute these coefficients from f by

a0 = lim
t→t0

f(t)

f0(t)
, a1 = lim

t→t0

f(t)− a0f0(t)

f1(t)
, a1 = lim

t→t0

f(t)− a0f0(t)− a1f1(t)

f2(t)
, · · ·

In particular, these coefficients are unique (given f and f0, f1, . . .) when they exist.

Example 8.2. Taylor’s Theorem implies that if f is smooth at a point t0 ∈ R then

f(t) =
∞∑
n=0

f (n)(t0)

n!
(t− t0)

n mod t.s.t.s asymptotically as t→ t0.

Note that this makes sense even if the Taylor series has zero radius of convergence!

Exercise 64. Prove that if f(t) =
∑∞

n=0 anfn(t) mod t.s.t.s as t→ t0 and f(t) =
∑∞

n=0 bnfn(t)

mod t.s.t.s as t → t0 then an = bn for every n ≥ 0. (Recall the standing assumption that

|fn+1(t)| = o(|fn(t)|) as t→ t0 for each n ≥ 0.)

Example 8.3 (The exponential integral). Let us try to come up with an asymptotic expansion

for the function

f(t) =

∫ t

1

es

s
ds.

The first term in this expansion is fairly straightforward to see: Since et

t
increases very rapidly,

most the contribution to the integral will come from values of s that are very close to t, so

that we should have ∫ t

1

es

s
ds ∼ 1

t

∫ t

1

es ds =
1

t
(et − 1) ∼ et

t
.

To prove this rigorously, we can fix ε > 0 and write∣∣∣∣∣
∫ t

1

es

s
ds− 1

t

∫ t

1

es ds

∣∣∣∣∣ ≤
∫ t

1

∣∣∣∣1s − 1

t

∣∣∣∣ es ds
≤
∫ t

t/(1+ε)

∣∣∣∣1s − 1

t

∣∣∣∣ es ds+ ∫ t/(1+ε)

1

∣∣∣∣1s − 1

t

∣∣∣∣ es ds
≤
∫ t

t/(1+ε)

∣∣∣∣εt
∣∣∣∣ es ds+ ∫ t/(1+ε)

1

es ds

≤ ε

∫ t

1

es

t
ds+ et/(1+ε). (8.1)
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Since ε > 0 was arbitrary and et/(1+ε) = o(et) for each fixed ε > 0, we can deduce that∣∣∣∣∣
∫ t

1

es

s
ds− 1

t

∫ t

1

es ds

∣∣∣∣∣ = o

(
et

t

)
(8.2)

and hence that ∫ t

1

es

s
ds ∼ 1

t

∫ t

1

es ds ∼ et

t
.

as required. Since this kind of thinking is new to you, it will probably not be obvious to you

how to get from (8.1) to (8.2): The point is that if we take ε(t) to go to zero sufficiently slowly

as t → ∞ (in this example taking ε = c log t/t for a sufficiently small constant t works) then

the right hand side will be o(et/t) as required.

In fact for this example there is a nice way to compute the asymptotics in a much less

messy way that gives the entire asymptotic series: Integration by parts! We have that∫ t

1

es

s
ds =

[
1

t
et
]t
1

+

∫ t

1

es

s2
ds,

and iterating this calculation any finite number of times∫ t

1

es

s
ds =

N∑
n=1

[
(n− 1)!

tn
et
]t
1

+

∫ t

1

N !

sN+1
es ds,

for every N ≥ 1. This means that
∫ t

1
es

s
ds has the (divergent) asymptotic expansion∫ t

1

es

s
dt =

∞∑
n=0

n!

tn+1
et mod t.s.t.s asymptotically as t→ +∞.

Note that e.g.
∫ t

2
es

s
ds differs from

∫ t

1
es

s
ds by the constant

∫ 2

1
es

s
ds and has the same asymp-

totic expansion.

Let us compare this to the (convergent) expansion∫ t

1

es

s
ds =

∫ t

1

∞∑
n=0

sn−1

n!
ds = log t+

∞∑
n=1

tn − 1

n · n!

Although this expansion converges, it is not an asymptotic expansion as t → +∞: If we

want to get an accurate estimate of our function using this expansion we need to take a large

number of terms when t is large.

Exercise 65. Prove that

⌊(1+ε)t⌋∑
n=0

tn

n!
∼ et as t→ +∞ and

⌊(1−ε)t⌋∑
n=0

tn

n!
= o(et) as t→ +∞
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for every ε > 0, where ⌊x⌋ means x rounded down to the nearest integer.

Remark 8.4. In fact we have more precisely that

⌈t+m(t)⌉∑
n=⌊t−m(t)⌋

tn

n!
∼ et as t→ +∞ if and only if m(t) = ω(t1/2) as t→ +∞.

(This can be seen as a consequence of the central limit theorem!) This means that we need

to use about
√
t terms to get a good estimate to et from its series expansion when t is large.

Example 8.5. You are probabily familiar with Stirling’s formula

n! ∼
√
2πn

(
n

e

)n

.

This asymptotic formula can be expressed in terms of log(n!) as

log(n!) = n log n− en+
1

2
log n+

1

2
log 2π ± o(1).

(In general, if we want to determine the first-order asymptotics of some quantity, we should

expand its logarithm up to ±o(1) terms.) There is in fact an asymptotic expansion

log n! = n log n− en+
1

2
log n+

1

2
log 2π

+
∞∑
k=2

(−1)kBk

k(k − 1)nk−1
mod t.s.t.s asymptotically as n→ ∞,

where Bk is the kth Bernoulli number. This is a divergent asymptotic series expansion.

8.3 Formal series solutions beyond power series

Up until now we have discussed formal solutions to ODEs only in terms of formal power series

solutions
∑∞

n=0 ant
n or

∑∞
n=0 an(t− t0)

n. While power series solutions are very flexible, they

do not always apply as we saw for the ODE tf ′ − 2f − 2t2, which did not have any formal

solutions but did have the solution t2 log t2, which is not real analytic at zero. Moreover, while

power series are obviously useful when studying the behaviour of our function near zero, they

might not be the most appropriate way of understanding the large time behaviour of our

function, where other expansions might be more appropriate.

For all these reasons, it is often natural to work with other kinds of series solutions to

ODEs besides power series. To do this with formal series, one must of course work within a

class of formal series for which all the operations needed to define the ODE (most commonly

differentiation and multiplication) are well-defined. For example one can work with formal
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power series
∑∞

n=0 ant
−n in t−1, for which the theory is much the same as for formal power

series as we studied them before.

To identify the first term in our series solution, we can attempt to find something which

is “almost” a solution to the ODE, then recursively attempt to “correct” this solution into

an actual solution by adding in more terms.

Regular singular points and the Frobenius method. Consider an nth order homoge-

neous linear ODE of the form

Pn(t)f
(n) + Pn−1(t)f

(n−1) + · · ·+ P0(t)f = 0,

where Pn, . . . , P0 are polynomials14. A simple and important example is

tf ′ − αf = 0

for a constant α ∈ R, which has solutions of the form Ctα that do not have a power series

representation at zero when α is not an integer and C ̸= 0. (In particular, for non-integer α

this equation does have a single formal power series solution – the all zero power series – but

these solutions do not recover all solutions to the ODE.)

When Pn(t) ̸= 0, we can write the ODE in the form

f (n) +
Pn−1

Pn

f (n−1) + · · ·+ P0

Pn

f = f (n) +Qn−1f
(n−1) + · · ·+Q0f = 0 (8.3)

where Q0, . . . , Qn−1 are rational functions. We say that t0 ∈ R is an ordinary point for the

ODE if Qi(0) is well-defined for every 0 ≤ i ≤ n − 1. Note that every point which is not a

zero of Pn must be a regular point, but that cancellations between factors appearing in both

the numerator and denominator of each Qi can lead to some zeros of Pn also being regular

points. The ordinary points of the ODE are precisely when our usual theory of power series

solutions works with only minor modifications:

Exercise 66. Prove that if 0 is an ordinary point then the ODE has an n-dimensional space

of formal power series solutions.

Points that are not ordinary are called singular points. We would still like to find some

kind of series solution for our ODE around a singular point, but know that power series will

not always work. How, then, should we identify the correct sequence of functions to take our

expansion with respect to? If we want our expansion to be asymptotic, the first term should

describe the first-order asymptotics of our solution as t → 0. One way to proceed, in light

of the example above, is to guess that our solutions can be expanded in possibly non-integer

powers of t as t → 0. If f does have a convergent expansion of the form f(t) =
∑∞

n=0 ant
αn

14Everything we discuss here applies equally well with polynomials replaced by analytic functions and
rational functions replaced by so-called meromorphic functions.
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for some strictly increasing sequence α0 < α1 < · · · then the first-order asymptotics of f and

each of its derivatives as t→ 0 are determined by the first of these powers α = α0:

f (n)(t) = (1± o(1))(α− n+ 1)
f (n−1)(t)

t
= · · · = (1± o(1))[α(α− 1) · · · (α− n+ 1)]

f(t)

tn

= (1± o(1))(α)n
f(t)

tn

as t→ 0 for each n ≥ 1, where (α)n := α(α− 1) · · · (α−n+1) denotes the falling factorial.

(When α is an integer we might not be able to write these relations using the notation ∼ as

f ∼ 0 · g is not equivalent to f = o(1)g.) Plugging this into the ODE yields that

(1± o(1))(α)n
f

tn
+ (1± o(1))(α)n−1

Pn−1

Pn

f

tn−1
+ · · ·+ (1± o(1))

P0

Pn

f. (8.4)

Multiplying both sides by tn/f , we have that

(1± o(1))(α)n + (1± o(1))(α)n−1
Pn−1

Pn

t+ · · ·+ (1± o(1))
P0

Pn

tn. (8.5)

We say that 0 is a regular singular point if is not an ordinary point but each of the terms
Pn−i

Pn
ti appearing on the right hand side has a finite limit as t → 0. (Equivalently, if the

rational function Pn−i

Pn
either has no singularity at 0 or a pole of order at most i at 0 for each

1 ≤ i ≤ n. This also defines what it means for a point other than zero to be a regular singular

point). Singular points that are not regular singular points are called irregular singular

points. If 0 is a regular singular point and we write cn−i = limt→0
Pn−i

Pn
ti for each 1 ≤ i ≤ n,

then we can take the t→ 0 limit in (8.5) to obtain that

(α)n + cn−1(α)n−1 + · · ·+ αc1 + c0 = 0. (8.6)

This is known as the indicial equation; the calculations we’ve done suggest that if the ODE

has a series solution in (possibly non-integer) powers of t then the first power in this series

should be a solution to the inidicial equation. (Note that this equation may have complex or

negative roots; in the case of complex roots it does not really make sense to speak of the first

root but we’ll come back to this later.)

Before going further, it will be helpful to set up an appropriate class of formal series to de-

scribe rational functions that may have singularities at 0. A (formal) Laurent polynomial

is a (formal) series of the form
∞∑

n=−∞

ant
n

with an = 0 for all sufficiently large negative numbers n. Every rational function can be

expanded as a Laurent polynomial, with the maximal n ≥ 0 such that a−n ̸= 0 being the order

of the pole at zero if there is one. We can define addition, multiplication, and differentiation
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of formal Laurent polynomials exactly as we did for formal power series.

We now go back to our ODE. Suppose that we attempt to write down a solution as a

series beginning with a multiple of tα. If we start differentiating tα we will naturally obtain

terms of the form tα−1, tα−2, etc., and multiplying our functions by rational functions will

lead more generally to terms of the form tα+n for arbitrary integers n. Thus, it makes sense

to try to find solutions described by formal series
∑∞

n=0 ant
α+n. If we consider more generally

formal series of the form
∑∞

n=−∞ ant
α+n with an = 0 for all sufficiently large negative n, then

we have well-defined formal operations describing differentiation, addition, and multiplication

by formal power series:

d

dt

∞∑
n=−∞

ant
α−n :=

∞∑
n=−∞

(α− n− 1)an+1t
α−n

(
∑

n=−∞

ant
α−n)(

∞∑
n=−∞

bnt
n) :=

∞∑
n=−∞

 ∞∑
m=−∞

ambn−m

 tα−n =
∞∑

n=−∞

(a ∗ b)tα−n

where the coefficient in the product is a sum over finitely many terms since our series are

assumed to terminate for sufficiently large negative indices. (Note that the convolution here

is being used in a slightly more general sense than previously.) (Note that if we took products

of these series we would get a more kind of series involving powers of the form tkα+n for

integers k, n ≥ 0. In the example we are currently considering such products do not arise

because the ODEs are linear with analytic coefficients.) Note that this all makes sense even

if α is complex.

If we expand each of our rational functions Qi = Pi/Pn as a Laurent polynomial

Qi =
∞∑

k=−(n−i)

qi,kt
k,

where we have used the assumption that 0 is a regular singular point to rule out terms

with negative powers larger than n − i, we have a well-defined notion of what it means for∑∞
k=0 akt

α+k to be a formal solution to the ODE:

∞∑
k=−∞

(α + k + n)nak+n +
∞∑

ℓ=−∞

qn−1,ℓ(α + k − ℓ)n−1ak−ℓ+n−1 + · · ·+
∞∑

ℓ=−∞

q0,ℓak−ℓ

 tα+k = 0,

or in other words that each coefficient appearing here is zero. The coefficients qi,n−i are

precisely the constants ci we defined earlier. Using that 0 is a regular singular point we can
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write

∞∑
k=−∞

(α + k + n)nak+n +
∞∑

ℓ=−1

qn−1,ℓ(α + k − ℓ)n−1ak−ℓ+n−1 + · · ·+
∞∑

ℓ=−n

q0,ℓak−ℓ

 tα+k = 0,

(8.7)

so that the kth coefficient depends only on ai for i ≤ k+n, and the coefficient of ak+n in this

coefficient is given by

(α + k + n)n + qn−1,1(α + k + n− 1)n−1 + · · ·+ q0,n. (8.8)

The assumption that α solves the indicial equation is equivalent to (8.7) holding for the term

k = −n, while all coefficients for k < −n are trivially zero. Thus, there is no constraint on

a0, and if the coefficient (8.8) is non-zero for every k > −n then we can solve uniquely

for the remaining coefficients. Note that if this quantity does vanish at some k, then α + k

must be another solution to the indicial equation.

Proposition 8.6. If no two roots of the indicial polynomial are separated by an integer, then

for each root α of the indicial equation and each a0 ∈ C there is a unique (possibly complex)

formal solution to the ODE of the form
∑

k=0 akt
α+k.

In particular, if the indicial polynomial has n distinct roots none of which are separated

by an integer, then we have obtained n different one-dimensional spaces of formal solutions,

so that we should be able to obtain all solutions to the ODE by summing these solutions.

(In the case of complex roots, we should be able to sum complex-conjugate pairs to get real

solutions.) In fact this does always work, and the series expansions we obtain this way are

always convergent. Solving the equation at a regular singular point in this way is known as

the Frobenius method.

In the case that there are roots separated by an integer, the Frobenius method will still

work to produce a unique solution when we use, say, a root of maximal real part. In the

second order case, it turns out that if the two roots are separated by an integer (or equal)

and f is the solution corresponding to the larger of the two roots then a second solution can

be given in the form

f log t+
∞∑
k=0

akt
α+k

where α is the smaller of the two roots.

Example 8.7. Consider the second-order, linear ODE 4tf ′′ + 2f ′ + f = 0. Writing this

equation in the form

f ′′ +
1

2t
f ′ +

1

4t
f = 0,

the indicial equation is

α(α− 1) +
1

2
α = 0
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which has roots α = 0 and α = 1/2. Looking first for a formal power series solution
∑∞

n=0 ant
n,

we obtain that

∞∑
n=−∞

[
(n+ 2)(n+ 1)an+2 +

1

2
(n+ 2)an+2 +

1

4
an+1

]
tn = 0,

where we set an = 0 for n < 0. This has the solution

an+2 = − 1

4(n+ 2)(n+ 1) + 2(n+ 2)
an+1 = − 1

(2n+ 4)(2n+ 3)
an+1

= · · · = (−1)n+2

(2n+ 4)!
a0

for every n ≥ −1. This yields a convergent series (with infinite radius of convergence) and

hence a function solution of the ODE. In fact this solution is given by

a0

∞∑
n=0

(−1)n+2

(2n+ 4)!
tn = a0

∞∑
n=0

1(n even)
(−1)(n/2)

n!
(t1/2)n = a0 cos(

√
t).

We next want to find a formal solution of the form
∑∞

n=0 bnt
1/2+n. In this case our formal

solution must satisfy

∞∑
n=−∞

[
(1/2 + n+ 2)(1/2 + n+ 1)bn+2 +

1

2
(1/2 + n+ 2)bn+2 +

1

4
bn+1

]
t1/2+n = 0.

bn+2 = − 1

(2n+ 5)(2n+ 3) + (2n+ 5)
bn+1 =

1

(2n+ 5)(2n+ 4)
bn+1 = · · · = (−1)n+2

(2n+ 5)!
b0

Again this series has infinite radius of convergence, so that it defines a function solution to

the ODE, and in fact we can recognise this solution as b0 sin(
√
t). Thus, we have solutions to

the ODE of the form

a0 cos(
√
t) + b0 sin(

√
t).

These can be shown to give all solutions to the ODE. (Note that Picard-Lindelof does not

obviously apply.)

8.4 A non-linear example

[This section was lectured only briefly in 2024. A revised and briefer version is to be written.]

If we want to solve a particular ODE it is not always clear what kind of series we should use.

Since the first term in the series should describe the first-order asymptotics of the solution,

correctly identifying this first term should be is equivalent to determining these asymptotics.

There are some good semi-rigorous ways of doing this, which are very useful for guessing the

right form for a series solution before trying to prove that it really works. We say that a
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function is regularly varying of index α as t→ +∞ if f is eventually non-zero and

lim
t→∞

f(λt)

f(t)
= λα

for each λ > 0; f is said to be regularly varying if it is regularly varying for some index α ∈ R.
A regularly varying function of index 0 is called a slowly varying function, so that every

regularly varying function of index α can be written f(t) = L(t)tα for some slowly varying

function L. For example, tα is a regularly varying function of index α, while log t is a slowly

varying function. Note that if f is regularly varying and g(t) ∼ f(t) as t → +∞ then g is

regularly varying with the same index as f .

Exercise 67. Prove that if f is continuously differentiable, eventually non-zero, and satisfies

(log f)′ = (1± o(1))α/t as t→ ∞ then f is regularly varying of index α.

Exercise 68. Prove that a continuous function f : (0,∞) → R is regularly varying if and

only if it is eventually non-zero and

lim
t→+∞

f(λt)

f(t)

is well-defined for every λ > 0.

Exercise 69. Prove that if L is a continuous slowly varying function then L(t) = t±o(1) as

t→ ∞. Is the converse true? Deduce that if f and g are regularly varying functions and the

index of f is strictly smaller than the index of g then |f(t)| = o(|g(t)|) as t→ +∞.

Exercise 70. Let f(t) = L(t)tα be a regularly varying continuous function of index α defined

on [0,∞) such that L(t) ̸= 0 for all sufficiently large t.

1. If α > −1 then ∫ t

0

f(s) ds ∼ L(t)tα+1

α + 1

as t→ +∞.

2. If α < −1 then
∫ t

0
f(s) ds converges to a constant as t→ +∞ and∫ ∞

t

f(s) ds ∼ L(t)tα+1

α + 1

as t→ +∞.

3. If α = −1 then either
∫∞
0

|f(s)| ds = ∞ and
∫ t

0
f(s) ds is slowly varying or

∫∞
0

|f(s)| ds <
∞ and

∫∞
t
f(s) ds is slowly varying.

In particular,
∫ t

0
f(s) ds either converges to a non-zero constant or is regularly varying of

index α + 1.
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Very often, in the absence of oscillation, the solution to an ODE is either a regularly

varying function or the exponential of a regularly varying function, and the same is true for

the higher derivatives of the function. If we assume this is the case, we can often use the

above exercise to compute the asymptotics of the solution conditional on this assumption.

It’s time to try this out in an innocuous-looking example: Stokes equation f ′′ = tf . This

turns out to be fairly involved, so buckle up for some calculations!

Example 8.8. Let us consider Stokes’ equation f ′′ = tf . A solution to this equation cannot

have second derivative that is continuous and regularly varying with respect to any index: If

f ′′ is regularly varying with index α ≥ −1 then tf is regularly varying with index α+3, while

if α < −1 then f ′(t) converges to a constant but f is regularly varying with exponent α− 1;

this can occur only if f ′(t) converges to zero, in which case f ′(t) = −
∫∞
t
f ′′(s) ds is regularly

varying of exponent α + 1 and f is either converging to a non-zero constant or is regularly

varying of exponent α + 2, both of which are inconsistent with the ODE f ′′ = tf and the

assumption that f ′′ is regularly varying with exponent α.

The next most natural thing to try is that f is the exponential of a regularly varying

function, so that f(t) = eg(t) for some g = log f . The function g must satisfy the ODE

(g′′ + (g′)2)eg(t) = teg(t)

and cancelling the eg(t) from both sides yields that

g′′ + (g′)2 = t.

To understand the large-time asymptotics of the solutions to this equation, we can try as-

suming that our solution satisfies g′′ = L(t)tα for some slowly varying function L. If α > −1

then we have that

L(t)tα +
(1± o(1))L(t)2t2α+2

(α + 1)2
= t

and since L(t) = t±o(1) we can simplify this to

(1± o(1))L(t)2t2α+2

(α + 1)2
= t.

For this equation to hold we must have that

α = −1/2 and L(t) ∼ 1/2 or L(t) ∼ −1

2
,

so that

g′′(t) ∼ 1

2
t−1/2 or g′′(t) ∼ −1

2
t−1/2

and

g(t) ∼ 2

3
t3/2 or g(t) ∼ −2

3
t3/2.

135



The fact that we get two different possible asymptotics is encouraging, since we expect to

get a two-dimensional space of solutions to our ODE. Before moving on, we can also check

that other values of α do not yield anything sensible: If α = −1 then g′ is slowly varying and

g′′ + (g′)2 = ±o(t), while if α < −1 then g′ = g′(∞)± o(1) and g′′ + (g′)2 = ±O(1) = ±o(t).
Thus, we have shown that if g′′ is regularly varying then we must have that g ∼ 2

3
t3/2

or g ∼ −2
3
t3/2 as t → +∞. This suggests we look for series expansions to solutions of

g′′ + (g′)2 = t of the form

g =
2

3
t3/2+ ? + ? + · · ·

and

g = −2

3
t3/2+ ? + ? + · · · ,

and we can guess what these missing functions should be by making more assumptions that

relevant functions are regularly varying.

Let us start with the first solution, whose leading term is 2
3
t3/2. To proceed, we will write

our solution as

g(t) =
2

3
t3/2 + h(t)

for some function h = g − 2
3
t3/2. The function h must satisfy

(
2

3
t3/2 + h(t)

)′′

+

((
2

3
t3/2 + h(t)

)′
)2

= t,

so that
1

2
t−1/2 + h′′ + t+ 2t1/2h′ + (h′)2 = t.

and hence that

h′′ + 2t1/2h′ + (h′)2 = −1

2
t−1/2.

To proceed, we will assume that h(t) = ±o(t3/2) as t→ +∞ and that h′′ = L(t)tα is regularly

varying of some index α, with L a slowly varying function. Since h = ±o(t3/2) by assumption,

we must have that α ≤ −1/2. As tends to be the case in these calculations, we need to do

some case analysis according to the value of α. If −1 < α ≤ −1/2 then we have that

L(t)tα +
2(1± o(1))

α + 1
L(t)tα+3/2 +

(1± o(1))

(α + 1)2
L(t)2t2α+2 = −1

2
t−1/2

To understand this equation we will have to split into further case analysis according to

whether α < −1/2 or α = −1/2. In the first case, the term L(t)tα+3/2 dominates the left

hand side and we have that

2(1± o(1))

α + 1
L(t)tα+3/2 = −1

2
t−1/2,
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which is incompatible with the assumption that α > −1. If α = −1/2 then α+3/2 = 2α+2 =

1 and we must have that

((4± o(1))L(t) + (4± o(1))L(t)2)t = (L(t)− 1

2
)t−1/2.

Since the powers of t are different on the left is bigger than that on the right, this is only

possible if the two terms 2(1± o(1))L(t)+ (1± o(1))L(t)2 approximately cancel, which means

that L(t) ∼ −L(t)2 and hence that L(t) ∼ −1. But in this case h′′ ∼ −t−1/2 and h ∼ −4
3
t3/2,

so that |h| is not o(t3/2). Indeed, we have just recovered the other “solution”

2

3
t3/2 − 4

3
t3/2 = −2

3
t3/2.

We can also rule out the case that α = −1, since in this case h′ is either converging to a

non-zero constant or slowly varying so that the term 2t1/2h′ is regularly varying with a larger

index than any other term and the equation cannot hold.

It remains finally to consider the case α < −1, in which case

h′(+∞)− h′(t) =

∫ ∞

t

h′′(s) ds ∼ L(t)tα+1

|α + 1|
,

where h′(+∞) = limt→∞ h′(t), so that

L(t)tα + 2h′(+∞)t1/2 − 2± o(1)

|α + 1|
L(t)tα+3/2 + h′(+∞)2

− 2± o(1)

|α + 1|
h′(+∞)L(t)tα+1 +

1± o(1)

|α + 1|2
L(t)2t2α+2 = −1

2
t−1/2.

If h′(+∞) ̸= 0 then the term 2h′(+∞)t1/2 has larger index than every other term, so that

the equation cannot hold. Thus, we must have that h′(+∞) = 0, in which case the equation

simplifies to

L(t)tα − 2± o(1)

|α + 1|
L(t)tα+3/2 +

1± o(1)

|α + 1|2
L(t)2t2α+2 = −1

2
t−1/2.

Since α < −1, the term involving tα+3/2 has larger index than anything else on the left hand

side, so that

−2± o(1)

|α + 1|
L(t)tα+3/2 = −1

2
t−1/2.

Thus, we must have that

α = −2 and L(t) ∼ 1

4
as t→ +∞.
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Thus, we have shown that if there is a solution to our ODE of the form 2
3
t3/2+h(t) such that

|h(t)| = o(t3/2) and h′′ is regularly varying as t→ +∞, then we must have that h′′ ∼ 1
4
t−2 as

t→ +∞ and h′(+∞) = 0, in which case

h′(t) ∼ −1

4
t−1 as t→ +∞

and

h(t) ∼ −1

4
log t as t→ +∞.

This gives the next term in what will eventually be our infinite asymptotic series

g(t) =
2

3
t3/2 − 1

4
log t + ? + ? + · · ·

One can perform a similar calculation for the other “solution”, whose first term is −2
3
t3/2,

and find that the next term must also be −1
4
log t, so that this other solution should be of the

form

g(t) = −2

3
t3/2 − 1

4
log t + ? + ? + · · ·

What about the third term? Well, we can just do the same thing again: We assume that

our solution is of the form

g(t) =
2

3
t3/2 − 1

4
log t+ h(t)

for some h satisfying |h(t)| = o(log t) as t → ∞. Expanding out the ODE g′′ + (g′)2 = t, we

see that h must satisfy the ODE

1

2
t−1/2 +

1

4
t−2 + h′′ + t− 1

2
t−1/2 +

1

16
t−2 + 2(t1/2 + log t)h′ + (h′)2 = t

which we can simplify to

h′′ + 2(t1/2 + log t)h′ + (h′)2 = − 5

16
t−2.

To proceed, we can again assume that h′′ is regularly varying of some index α, so that

h′′(t) = L(t)tα for some slowly varying function L(t). Since h(t) = ±o(t) we cannot have

that h′(t) converges to a non-zero constant, so that h′(t) is regularly varying of index α + 1.

If α > −2 then h must be regularly varying of index α + 2 > 0, which is not possible since

h = ±o(log t), so that α ≤ −2. The term 2t1/2h′ has larger index than every other term on

the left, so that

2t1/2h′ ∼ − 5

16
t−2 and h(+∞)− h(t) ∼ − 5

48
t−3/2.

Now, notice that adding a constant to g does not affect whether or not it solves g′′+(g′)2 = t,

so that we should expect the freedom to choose a constant term, which corresponds to h(+∞).
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(In the original linear Stoke’s equation f ′′ = tf this corresponds to multiplying our solution

by eA.) Thus, our asymptotic expansion should continue

g(t) =
2

3
t3/2 − 1

4
log t+ A+

5

48
t−3/2 + ? + · · ·

for a constant A that we are free to choose. Again, we can do something similar for the other

“solution”, this time obtaining that

g(t) = −2

3
t3/2 − 1

4
log t+ A− 5

48
t−3/2 + ? + · · ·

where A is again a constant we are free to choose.

If we continue doing this for more and more terms, we will see that the next terms we

get are constant multiples of t−3, t−9/2, t−6 etc. As such, it makes sense to try to find formal

series solutions of the forms

g(t) =
2

3
t3/2 − 1

4
log t+ A+

∞∑
n=2

ant
(3−3n)/2

and

g(t) = −2

3
t3/2 − 1

4
log t+ A+

∞∑
n=2

bnt
(3−3n)/2.

Once we have identified the correct form for our formal solution, we can proceed in much the

same way as when we dealt with formal power series. For the first form, we have the formal

derivatives

g′ = t1/2 − 1

4t
+

∞∑
n=2

3− 3n

2
ant

(1−3n)/2

=
∞∑
n=0

(
1(n = 0)− 1

4
1(n = 1) +

3− 3n

2
an1(n ≥ 2)

)
t(1−3n)/2

= t

∞∑
n=0

(
1(n = 0)− 1

4
1(n = 1) +

3− 3n

2
an1(n ≥ 2)

)(
t−3/2

)n
and

g′′ =
∞∑
n=0

1− 3n

2

(
1(n = 0)− 1

4
1(n = 1) +

3− 3n

2
an1(n ≥ 2)

)
t(−1−3n)/2

=
1

t

∞∑
n=0

1− 3n

2

(
1(n = 0)− 1

4
1(n = 1) +

3− 3n

2
an1(n ≥ 2)

)(
t−3/2

)n
.

139



Thus, the formal equation g′′ + (g′)2 = t can be rewritten

1

t

∞∑
n=0

1− 3n

2

(
1(n = 0)− 1

4
1(n = 1) +

3− 3n

2
an1(n ≥ 2)

)(
t−3/2

)n
+ t2

∞∑
n=0

[
n∑

k=0

(
1(k = 0)− 1

4
1(k = 1) +

3− 3k

2
ak1(k ≥ 2)

)

·
(
1(n− k = 0)− 1

4
1(n− k = 1) +

3− 3(n− k)

2
an−k1(n− k ≥ 2)

)](
t−3/2

)n
= t.

As a formal equality, this means that the coefficient of each power of t is equal on both sides.

(Unlike before, however, we now have non-integer powers of t appearing in the series.) One

can show that this does have a solution by finding a recursion for the coefficients an as we

have done several times before. Rather than doing this, we will instead go back to our original

equation, the Stokes equation f ′′ = tf .

Our (non-rigorous!!) calculations above suggest that we should have two solutions to the

Stokes equation of the forms

f(t) = exp

[
2

3
t3/2 − 1

4
log t+ A+

∞∑
n=2

ant
(3−3n)/2

]

and

f(t) = exp

[
−2

3
t3/2 − 1

4
log t+ A+

∞∑
n=2

bnt
(3−3n)/2

]
in some appropriate asymptotic sense. Since the exponential of a series in powers of t−3/2

should itself be a series in powers of t−3/2, it therefore makes sense to look for (formal)

solutions to the Stokes equation of the form

f(t) = exp

[
2

3
t3/2 − 1

4
log t

] ∞∑
n=0

an

(
t−3/2

)n
=
e

2
3
t3/2

t1/4

∞∑
n=0

an

(
t−3/2

)n
and

f(t) = exp

[
−2

3
t3/2 − 1

4
log t

] ∞∑
n=0

bn

(
t−3/2

)n
=
e−

2
3
t3/2

t1/4

∞∑
n=0

bn

(
t−3/2

)n
,

where the sequences a and b are not the same as in the expansion of the exponential. (I just

want to avoid introducing more letters!) Let us focus on the first solution. To be a formal

solution, all coefficients of e
2
3
t3/2tα on both sides of the equation f ′′ = tf should be equal to

zero when we formally differentiate (i.e., write out the formal series in which we differentiate
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term by term). The formal derivative of the series is

∞∑
n=0

an
d

dt

[
e

2
3
t3/2

t1/4

(
t−3/2

)n]
=

∞∑
n=0

an
d

dt

[
e

2
3
t3/2t−3n/2−1/4

]
=

∞∑
n=0

an

(
e

2
3
t3/2t−3n/2+1/4 − 6n+ 1

4
e

2
3
t3/2t−3n/2−5/4

)
=
e

2
3
t3/2

t1/4

∞∑
n=0

an

(
t−3n/2+1/2 − 6n+ 1

4
t−3n/2−1

)
and the formal second derivative is

∞∑
n=0

an
d2

dt2

[
e

2
3
t3/2

t1/4

(
t−3/2

)n]
=

∞∑
n=0

an
d

dt

(
e

2
3
t3/2t−3n/2+1/4 − 6n+ 1

4
e

2
3
t3/2t−3n/2−5/4

)

=
∞∑
n=0

an

(
e

2
3
t3/2t−3n/2+3/4 − 6n− 1

4
e

2
3
t3/2t−3n/2−3/4

− 6n+ 1

4
e

2
3
t3/2t−3n/2−3/4 +

6n+ 1

4

6n+ 5

4
e

2
3
t3/2t−3n/2−9/4

)

=
e

2
3
t2/3

t1/4

∞∑
n=0

an

(
t−3n/2+1 − 6n− 1

4
t−3n/2−1/2

− 6n+ 1

4
t−3n/2−1/2 +

6n+ 1

4

6n+ 5

4
t−3n/2−2

)
.

Thus, the equation f ′′ = tf becomes

e
2
3
t2/3

t1/4

∞∑
n=0

an

(
t−3n/2+1 − 3nt−3n/2−1/2 +

6n+ 1

4

6n+ 5

4
t−3n/2−2

)
=
e

2
3
t3/2

t1/4

∞∑
n=0

ant
−3n/2+1

which is equivalent to

∞∑
n=0

3nant
−3n/2 =

∞∑
n=0

an
6n+ 1

4

6n+ 5

4
t−3(n+1)/2 =

∞∑
n=0

an−1
6n− 5

4

6n− 1

4
t−3n/2

1(n ≥ 1),

so that

an =
(6n− 1)(6n− 5)

48n
an−1 = · · · = a0

n∏
i=1

(6i− 1)(6i− 5)

48i
(8.9)

for every n ≥ 1. Since the ratio an/an−1 ∼ 36n/48 → ∞, the formal series will have infinite

radius of convergence.

The standard way to express the coefficients is in terms of the Gamma function Γ(x) =∫∞
0
tx−1e−t dt, which has Γ(1) = 1 and (using integration by parts) has the property that
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Γ(x + 1) = xΓ(x) for every x > 0. This means that n! = Γ(n + 1) for each integer n ≥ 0, so

that the Gamma function may be thought of as a natural continuous version of the factorial

function.

Exercise 71. Prove that if a > −1 then

n∏
i=1

(i+ a) =
Γ(m+ a+ 1)

Γ(a+ 1)

for every n ≥ 0. Deduce that the sequence (an) appearing in (8.9) can be written

an =

(
3

4

)n
Γ(n+ 5/6)Γ(n+ 1/6)

Γ(5/6)Γ(1/6)Γ(n+ 1)
a0

for every n ≥ 0.

One can do a similar calculation for the other solution, giving that

bn = (−1)n
(
3

4

)n
Γ(n+ 5/6)Γ(n+ 1/6)

Γ(5/6)Γ(1/6)Γ(n+ 1)
b0,

In particular, one sees again that the series
∑∞

n=0 bnt
−3n/2 does not converge for any t ∈ R,

so that these series solutions can be interpreted only as asymptotic expansions. All this work

has led us to divergent formal series solutions of the form

e
2
3
t3/2

t1/4

∞∑
n=0

(
3

4

)n
Γ(n+ 5/6)Γ(n+ 1/6)

Γ(5/6)Γ(1/6)Γ(n+ 1)
t−3n/2

and
e−

2
3
t3/2

t1/4

∞∑
n=0

(−1)n
(
3

4

)n
Γ(n+ 5/6)Γ(n+ 1/6)

Γ(5/6)Γ(1/6)Γ(n+ 1)
t−3n/2.

Of course we would really like to say that we really have solutions to the Stokes equation

satisfying

f(t) = a0

∞∑
n=0

(
3

4

)n
Γ(n+ 5/6)Γ(n+ 1/6)

Γ(5/6)Γ(1/6)Γ(n+ 1)

e
2
3
t3/2

t1/4
t−3n/2 mod t.s.t.s as t→ +∞

and

f(t) = b0

∞∑
n=0

(−1)n
(
3

4

)n
Γ(n+ 5/6)Γ(n+ 1/6)

Γ(5/6)Γ(1/6)Γ(n+ 1)

e−
2
3
t3/2

t1/4
t−3n/2 mod t.s.t.s as t→ +∞.

While there are good general ways to prove this last step, we only have time to discuss them

very briefly in this course. Let us just say that this is correct, and that in fact there are two

linearly independent solutions to the Stokes equation satisfying these asymptotics that can
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Figure 8: Graphs of the Airy functions Ai(x) and Bi(x). (Courtesy of Wikipedia.)

be written

Bi(t) =
1

π

∫ ∞

0

exp(−x3
3

+ tx

)
+ sin

(
x3

3
+ tx

) dx

and

Ai(t) =
1

π

∫ ∞

0

cos

(
x3

3
+ tx

)
dx.

The functions Ai(t) and Bi(t) are known as the Airy functions of the first and second

kind. (I apologize for using the sequence (an)n≥0 for the coefficients of Bi(t) and (bn)n≥0 for

the coefficients of Ai(t)!)

Remark 8.9 (Stokes phenomenon). The functions Ai(t) and Bi(t) both oscillate between posi-

tive and negative values as t→ −∞, and the asymptotic expansions we wrote down for them

are not valid as asymptotic expansions in the t → −∞ limit. Indeed, the correct first order

asymptotics of Ai(t) as t→ −∞ turn out to be

Ai(−t) = C1 ± o(1)

t1/4
sin

(
2

3
t3/2 +

π

4

)
− C2 ± o(1)

t1/4
cos

(
2

3
t3/2 +

π

4

)
for appropriate positive constants C1 and C2, and it is possible to give a full asymptotic

expansion in which these ±o(1) terms are expanded in powers of t−3/2. Now consider the

function

f(t) =

t2Ai(1t ) x ̸= 0

0 x = 0.
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which is twice differentiable with first and second derivatives equal to 0 at 0. For t ̸= 0 we

can compute that
d

dt
t2Ai(t−1) = 2tAi(t−1)− tAi′(t−1)

and that

d2

dt2
t2Ai(t−1) = 2Ai(t−1) + 2Ai′(t−1) + Ai′′(t−1) = (t+ 2)Ai(t−1) + 2Ai′(t−1)

where in the last step we used that Ai(t) solves Stokes equation Ai′′(t) = tAi(t). This means

that

t3f ′′(t) = (t2 + 2t)f + 2t2Ai′(t−1) = (t2 + 2t)f + 2t(2tAi(t
−1)− f ′)

= (t2 + 2t)f + 4f − 2tf ′

so that f solves the ODE

t3f ′′ = (t2 + 2t+ 4)f − 2tf ′,

which is a polynomial ODE that is not of the standard form f (m) = P (t, f, . . . , f (m−1)).

Why is this interesting? Well, the fact that we needed different asymptotic expansions to

understand the behaviour of Ai(t) near +∞ and near −∞ means that we need different

asymptotic expansions to understand the solution f to this ODE as t approaches 0 from

above and from below. This is the Stokes phenomenon: the solutions to an ODE may

have different asymptotic behaviours as t→ t0 depending on which direction one approaches

the point t0 from! Note that this cannot happen when the solution is analytic at t0.

Exercise 72. Let f be a solution to the polynomial ODE f ′′ − 2f ′ = f 2.

1. Prove that if f ′′ is regularly varying as t→ +∞ then f ∼ 2/t as t→ +∞.

2. Prove that the ODE admits a formal series solution of the form

f =
∞∑
n=1

Pn(log t)

tn

where (Pn)n≥0 is a sequence of degree n − 1 polynomials with leading coefficient 2 for

each n ≥ 0.

8.5 Tauberian and Abelian theory

In this section we will briefly sketch some answers to the following questions:

1. How can we extract asymptotic information about its function from its Laplace trans-

form, even when we cannot invert it explicitly?
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2. How can we extract asymptotic information about a sequence from its (ordinary or

exponential) generating function, even when we cannot get an explicit formula for the

sequence?

(Note in both cases that even if we do have an explicit formula, it might still be hard to

estimate the asymptotic growth of this formula, in which case the techniques of this section

may still be helpful.)

A theorem which lets us go from function / sequence asymptotics to Laplace transform /

generating function asymptotics is called an Abelian Theorem; a theorem which lets us go

from Laplace transform / generating function asymptotics to function / sequence asymptotics

is called a Tauberian Theorem. Note that Tauberian/Abelian theorems always concern

first-order asymptotics only, and typically do not yield explicit error bounds. The various

Abelian and Tauberian theorems available differ in the hypotheses they place on the functions

in order to deduce their conclusions, which in this context are often called side conditions.

Tauberian theorems are typically more interesting/useful than Abelian theorems, and will be

our focus in this section.

We begin by stating the Hardy-Littlewood-Karamata Tauberian Theorem, which allows

us to extract asymptotic estimates for a non-negative sequence from its generating function.

(Here non-negativity is the “side condition.”) Karamata introduced the theory of regularly

varying functions, which allowed him to generalize and simplify the earlier Tauberian theorem

of Hardy and Littlewood.

Theorem 8.10 (Hardy-Littlewood-Karamata Tauberian Theorem). Let f(t) =
∑∞

n=0 ant
n be

a power series with non-negative coefficients and radius of convergence tc > 0. If

f(t) ∼
(

tc
tc − t

)α

L

(
tc

tc − t

)
as t ↑ tc for some α ≥ 0 and some continuous slowly varying function L then

N∑
n=0

ant
n
c ∼ L(N)Nα

Γ(α + 1)

as N → ∞.

Often there are some mild additional conditions that allow us to convert this into a point-

wise estimate

an ∼ L(n)nα−1

Γ(α)
t−n
c

as n→ ∞.

Exercise 73. Let f(t) =
∑∞

n=0 ant
n be a power series with non-negative coefficients and

radius of convergence tc > 0. Prove that if

f(t) ∼
(

tc
tc − t

)α

L

(
tc

tc − t

)
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as t ↑ tc for some α ≥ 0 and some continuous slowly varying function L and an+1t
n+1
c ≥ ant

n
c

for every n ≥ 0 then

an ∼ L(n)nα−1

Γ(α)
t−n
c

as N → ∞.

In order to apply this theorem, we will often need to also use the following important

theorem about power series with non-negative coefficients.

Theorem 8.11 (Vivanti-Pringsheim Theorem). Let f(t) =
∑

n=0 ant
n be a power series with

non-negative coefficients and radius of convergence r > 0. Then there is no real-analytic

function defined on an interval (r − ε, r + ε) that coincides with f on the interval (r − ε, r).

This theorem is often summarized by the slogan “functions defined by power series with

non-negative coefficients have singularities on the positive real axis at their radius of conver-

gence”. Be careful to note that the relevant notion of singularity can be subtle, however, and

does not imply that |f(t)| → ∞ as t ↑ r.

Example 8.12. Let (An)n≥0 be the sequence defined in example 7.6, so that

∞∑
n=0

An

n!
tn = tan

(
t

2
+
π

4

)
for t within the radius of convergence of the left hand side. Since An/n! is non-negative for

every n ≥ 0 and tan(t/2 + π/4) is analytic on (−3π/2, π/2), the radius of convergence of the

series on the left must be π/2 and the equality between the two functions must hold for all

−π/2 < t < π/2 by Vivanti-Pringsheim and rigidity of real analytic functions. Since we also

have that

tan

(
t

2
+
π

4

)
=

sin
(
t
2
+ π

4

)
cos
(
t
2
+ π

4

) ∼ 1

π/4− t/2
=

4

π

π/2

π/2− t
.

Applying the Hardy-Littlewood-Karamata Tauberian Theorem, it follows that

N∑
n=0

An

n!

(
2

π

)n

∼ 4

π
N

as N → ∞.

Exercise 74. Prove that this sequence satisfies

An ∼ 4

π

(
π

2

)n

n!

as n→ ∞.

We now turn to the analogous theorem for the Laplace transform.
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Theorem 8.13 (Karamata). Let f : [0,∞) → [0,∞) be a continuous function whose Laplace

transform L{f} has domain (s∗,∞) for some s∗ ∈ R, and let ϕ : [0,∞) → (0,∞) be regularly

varying of index α ≥ 0. Then the following are equivalent.

1.
∫ T

0
e−s∗tf(t) dt ∼ ϕ(T ) as T → +∞.

2. L{f}(s) ∼ Γ(α + 1)ϕ
(

1
s−s∗

)
as s ↓ s∗.

Again, if ϕ(t) = tαL(t) for some slowly-varying function L, one can deduce under mild

additional assumptions that one also has the pointwise asymptotic estimate

f(t) ∼ αes
∗tL(t)tα−1.

(For example this holds if we make the additional assumption that f is regularly varying.)

Example 8.14. Earlier we studied the ODE f ′′−tf ′−f = 0, and showed that if a solution to

this equation has Laplace transform whose domain includes (0,∞) then this Laplace transform

must satisfy

L{f}(s) = e−
1
2
(s2−12)

(
L{f}(1) +

∫ s

1

e
1
2
(u2−12)(f(0+) +

1

u
f ′(0+)) du

)
for every s > 0. If f ′(0+) then we have that

L{f}(s) ∼ −
∫ 1

s

f ′(0+)

u
du = −f ′(0+) log

1

s

as s ↓ 0, and it follows from Karamata’s theorem (applied to −f) that if this holds and f is

non-positive then ∫ T

0

f(t) dt ∼ −f ′(0+) log T

as T → +∞. It follows moreover that if f is regularly varying then

f(t) ∼ −f
′(0+)

t

as t→ +∞.
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Higher-order Tauberian analysis

Tauberian theory allows us to draw conclusions with only very light assumptions on our

functions, but tends to only yield first-order asymptotics and does not provide error es-

timates. In the case that our Laplace transform/generating function is ‘nice’ and we can

do more computations with it, there are often much more powerful tools available that

can give us the whole asymptotic expansion (which may be a convergent expansion). A

very detailed account is given in the textbook Analytic Combinatorics by Flajolet and

Sedgewick. One of the most sophisticated versions of this analysis, which is designed to

handle the case that the generating function has singularities at every (complex) point

in the boundary of its disc of convergence, is the Hardy-Ramanujan-Littlewood Circle

Method. The circle method was famously applied by Hardy and Ramanujan to analyze

the number of ways to write a number n as an unordered sum of positive integers,

known as the partition number p(n), which (setting p(0) = 1) has ordinary generating

function expressible as an infinite product

∞∑
n=0

p(n)tn =
1∏∞

i=1(1− ti)
for |t| < 1.

Hardy and Ramanujan used their very sophisticated version of Tauberian theory to

prove that

p(n) ∼
√
3

12n
eπ
√

2n
3 as n→ ∞,

and also to get very precise control of the errors in this approximation. Their paper

(published 1918) is remarkably modern – I highly recommend that you read the original

if you are interested!
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Dirichlet series and the prime number theorem

Another very important application of Tauberian theory in math is the prime number

theorem, which states that if π(n) is the number of primes smaller than n then

π(n) ∼ n

log n

as n → ∞. Rather than ordinary or exponential generating functions, the proof of

the prime number theorem relies on the analysis of Dirichlet series
∑∞

n=1
an
ns , a kind

of generating function that appears very naturally in number-theoretic contexts. The

relevance of these series to number theory comes from their multiplication law:(
∞∑
n=1

an
ns

)(
∞∑
n=1

bn
ns

)
=

∞∑
n=0

∞∑
n=1

∑
kℓ=n akbℓ
ns

The operation a, b 7→ a ∗ b with (a ∗ b)n :=
∑

kℓ=n akbℓ is known as Dirichlet convo-

lution. The importance of the Riemann zeta function ζ(s) :=
∑∞

n=1 n
−s owes in part

to its being the Dirichlet series of the all-one sequence, so that replacing a sequence

(an)n≥1 by the sum (
∑

m divides n am)n≥1 corresponds to multiplying the Dirichlet series

of a by the Riemann zeta function.
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9 A brief introduction to dynamical systems

For the last part of the course, we will consider a completely different approach to ODEs, in

which we consider the qualitative properties of solutions to autonomous differential equations.

Here, we recall that a differential equation is autonomous if it does not directly involve the

time variable t. We will restrict attention to equations of the form f (m) = F (f, f ′, . . . , f (m−1)).

Since every autonomous differential equation of the form is equivalent to a first order au-

tonomous equation f ′ = F (f) in higher dimensions, it suffices to consider first order au-

tonomous equations. We will restrict further to the case that F is continuously differentiable

and defined on all of Rd, so that by global Picard-Lindelöf there is a unique solution maximal

solution with f(0) = x for each x ∈ Rd.

As we noted when we previously discussed autonomous equations, if (I, f(t)) is a solution

to the autonomous equation f ′ = F (f) then so is the shifted function (I + t0, f(t − t0)) for

each t0 ∈ R. As such, we can think of the ODE f ′ = F (f) as partitioning Rd into a collection

of curves, where two points x and y lie on the same curve if there is a maximal solution to

the ODE passing through both x and y: If such a curve exists, then it is uniquely specified

up to time-shifts. These curves are called the trajectories of the autonomous ODE, and the

study of the partition of Rd into the trajectories of the system is known as dynamics.

It is often helpful to think of the function F in the ODE f ′ = F (f) as a vector field, in

which each element of x is assigned to a vector F (x). The vector F (x) describes the way a

trajectory started at x will move by

f(t) = x+ F (x)t± o(|t|)

as t→ 0, where f is the solution to the ODE with f(0) = x. As such, to understand the shape

of the trajectories of the ODE associated to F , we only need to know 1) the points where F is

equal to 0, which will yield constant solutions f(t) ≡ x – these are called the fixed points or

equilibrium points of the ODE, and 2) the direction of F (x) when F (x) ̸= 0, i.e., the unit

vector F (x)/∥F (x)∥. Indeed, if F and F̃ are two vector fields related by F̃ (x) = λ(x)F (x)

for some function λ : Rd → (0,∞) then F̃ and F will decompose Rd into the same set of

trajectories (but with possibly different time parameterizations of associated solutions). As

such, we often represent vector fields in R2 graphically by drawing arrows of unit length in

the direction of the vector field at each non-equilibrium point. The trajectories (a.k.a. flow

lines) of the vector field just follow these arrows!

We already know how to understand one-dimensional linear autonomous ODEs since they

are always separable. Indeed, away from equilibrium points we have an implicit solution to

the ODE f ′ = F (f) given by ∫
df

F (f)
=

∫
1 dt,

which we can always invert to get a solution away from equilibrium points since
∫

df
F (f)

is
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monotone in f whenever F is continuous and does not take the value 0.

Stable and unstable equilibria. Let F : R → R be continuously differentiable, and

suppose that x0 is an equilibrium point of f ′ = F (f), so that F (x0) = 0.

1. We say that x0 is an asymptotically stable equilibrium (a.k.a. attractive fixed point)

if there exists ε > 0 such that if |x− x0| ≤ ε then the trajectory starting at x converges

to x0 as t→ +∞.

2. We say that x0 is a stable equilibrium if for each ε > 0 there exists δ > 0 such that

if |x− x0| ≤ δ then the trajectory starting at x stays within the ball of radius ε around

x0 for all t ≥ 0.

3. We say that x0 is an unstable equilibrium (a.k.a. repulsive fixed point) if there

exists a positive constant c such that any solution f started at a point x ̸= x0 satisfies

|f(t)− x0| ≥ c for some t ≥ 0.

Intuitively, if we start near an asymptotically stable equilibrium our solution will be ‘sucked

in’ and get closer to the equilibrium point over time, while at an unstable equilibrium point,

no matter how close we start to the point, we will eventually get far away from the point.

A stable equilibrium may not be an asymptotically stable equilibrium if the error f(t) − x0
tends to stay of the same order rather than shrink over time.

Proposition 9.1. Let x0 be an equilibrium point of a one-dimensional autonomous ODE

f ′ = F (f) with F continuously differentiable. If F ′(x0) < 0 then x0 is asymptotically stable,

while if F ′(x0) > 0 then x0 is unstable.

Proof. The more basic criterion is that

1. If there exists ε > 0 such that F (x) is positive for x < x0 with |x− x0| ≤ ε and F (x) is

negative for x > x0 with |x− x0| ≤ ε then x0 is an asymptotically stable fixed point.

2. If there exists ε > 0 such that F (x) is negative for x < x0 with |x − x0| ≤ ε and F (x)

is positive for x > x0 with |x− x0| ≤ ε then x0 is an unstable fixed point.

The derivative conditions in the proposition are just sufficient conditions for these to hold.

We will prove the stability criterion, leaving the instability criterion as an exercise. We

will prove the stronger, ‘one-sided’ version of this claim that if F (x) < 0 for x ∈ (x0, x0 + c)

for some c > 0, then any solution started at x ∈ (x0, x0 + c) must converge to x0 as t→ +∞.

Let f be the solution to f ′ = F (f) with f(0) = x and let T = inf{t : f(t) /∈ (x0, x0 + c)},
where we set inf ∅ = +∞. We wish to show that T = ∞ and that f(t) → x0 as t → +∞.

Since f ′ = F (f), the derivative of f is negative on [0, T ) and we must have by the mean-value

theorem that f is decreasing on [0, T ). On the other hand, we have by global Picard-Lindelöf

that the constant function g ≡ x0 is the only solution to our ODE passing through x0, so

there cannot be a point in the domain of f with f(t) = x0. As such, we must have that

T = ∞, that f(t) ∈ (x0, x] for every t ≥ 0, and that f(t) is a decreasing function of t.
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Exercise 75. Prove that the domain of the solution f includes [0,∞).

Now, since f is decreasing and bounded below, it must converge to some limit f(+∞) as

t→ +∞. Since f(t) = f(0)+
∫ t

0
f ′(s) ds, this is inconsistent with f ′ converging to a non-zero

constant, and since F is continuous we must have that F (f(+∞)) = 0. Since f(t) ∈ (x0, x]

for every t ≥ 0 and F is non-zero at every point of (x0, x], this implies that f(+∞) = x0 as

claimed.

Exercise 76. Prove the instability part of the proposition.

At a more intuitive level, the idea is that when F ′(x0) ̸= 0 and f(0) is close to x0, the

function f satisfies

f ′(t) = F (f(t)) = F ′(x0)f(t)± o(|f(t)|)

so that f should we well-approximated at small times by the solution to the linear, constant

coefficient ODE

g′ = F ′(x0)g

with g(0) = f(0). Using this approximation to understand the behaviour of an ODE near an

equilibrium point is called linearization around the fixed point. Note that while this approxi-

mation is still valid in some senses when F ′(x0) = 0, it is not sufficient to determine whether

the point is stable or unstable. (Note however that near a stable equilibrium point with

F ′(x0) = 0, the solution will be sucked into x0 much more slowly than it will be at a stable

equilibrium point with F ′(x0) < 0. Similarly, solutions started near an unstable equilibrium

point with F ′(x0) = 0 will escape from the point much more slowly than at an equilibrium

point with F ′(x0) > 0.)

If F ′(x0) = 0 then we cannot determine whether the point is stable or unstable by looking

at the derivative alone, and must investigate some higher-order information.

Example 9.2.

1. f ′ = F (f) = f 3 has an unstable equilibrium at zero with F ′(0) = 3(0)2 = 0.

2. f ′ = F (f) = −f 3 has an asymptotically stable equilibrium at zero with F ′(0) =

−3(0)2 = 0.

3. f ′ = F (f) = f 2 has an equilibrium at zero with F ′(0) = 2(0) = 0 that is neither

stable nor unstable: Solutions starting at small positive numbers escape to infinity,

while solutions started at small negative numbers are sucked back in towards zero.

Let us note however that unless F has an infinite set of zeroes accumulating to the equi-

librium points x0, there is always a well-defined notion of x0 being stable or unstable in each

direction.

Similar reasoning to that used at the end of the previous proof leads to the following

proposition.
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Proposition 9.3. Let (I, f) be a maximal solution to a one-dimensional autonomous ODE

f ′ = F (f) with F continuously differentiable. As t → sup I, f(t) either converges to +∞,

−∞, or an equilibrium point. The same holds as t → inf I. Moreover, the solution f cannot

converge to an unstable equilibrium point as t→ sup I unless f starts at that point.

Example 9.4 (The logistic equation). Suppose that the number of cells in a bacterial colony

is governed by the ODE

P ′(t) = P (M − P )

for some constant M . If the ODE were just P ′ = MP this would model pure exponential

population growth. The term (M − P ) is supposed to model the effect of a large population

using up resources so that growth slows and eventually becomes negative as the population

increases. This ODE has two equilibrium points, 0 and M . Taking the P -derivative

d

dP
P (M − P ) =M − 2P,

we see that 0 is an unstable equilibrium point and that M is a stable equilibrium point. It

follows that if P is a solution with P (0) > 0 then P (t) converges toM as t→ +∞, if P (0) = 0

then P (t) = 0 for every t ≥ 0, while if P (0) < 0 then P converges to −∞ as t→ +∞.

Linearlization in higher dimensions. In higher dimensions one may also study the

behaviour of an ODE f = F (f) near an equilibrium point x0 by studying the linearized ODE

(f − x0)
′ = DF (x0)(f − x0), but the situation is significantly more complicated than in one

dimension since the linear map DF (x0) can have various different relevant properties besides

being positive or negative. The simplest case to understand is when all eigenvalues have

non-zero real part of constant sign.

Theorem 9.5. If all the eigenvalues of DF (x0) have positive real part then x0 is an unstable

fixed point. If all the eigenvalues of DF (x0) have negative real part then x0 is an asymptotically

stable fixed point.

Let us suppose for simplicity that DF (x0) is diagonalizable with real eigenvalues λ1, . . . , λd
and corresponding eigenvectors e1, . . . , ed. Writing f(t) = f1(t)e1 + · · · + fd(t)ed and x0 =

x0,1e1 + · · ·+ x0,ded we can compute that

d

dt

d∑
i=1

(fi(t)− x0,i)
2 =

d∑
i=1

d

dt
(fi(t)− x0,i)

2 =
d∑

i=1

2f ′
i(t)(fi(t)− x0,i)

= 2
d∑

i=1

F (f(t))i(fi(t)− x0,i).
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Using the definition of the derivative, we can get with a little work that

2
d∑

i=1

F (x)i(xi − x0,i) = 2
d∑

i=1

[
DF (x0)(x− x0)

]
i
(xi − x0,i)± o(∥x− x0∥22)

= 2
d∑

i=1

λi(xi − x0,i)
2 ± o(∥x− x0∥22)

as x→ x0, where we expand each vector x in the basis of eigenvectors x = x1e1 + · · · xded. If
we assume that all the eigenvalues are positive, it follows that there exists ε > 0 such that if

f(t) ̸= x0 and ∥f(t)− x0∥2 ≤ ε then

d

dt

d∑
i=1

(fi(t)− x0,i)
2 > 0.

Similarly, if all the eigenvalues are negative there exists ε > 0 such that if f(t) ̸= x0 and

∥f(t)− x0∥2 ≤ ε then

d

dt

d∑
i=1

(fi(t)− x0,i)
2 < 0.

This is can be seen to imply the claims about stability/instability following a similar argument

to the one-dimensional case.

The technique of studying the solutions to multidimensional ODEs by finding functions

ϕ : Rd → R for which we can estimate the time derivative ϕ(f(t))′ is very important. Given

an ODE f ′ = F (f) and an equilibrium point x0, a continuously differentiable function ϕ :

Rd → [0,∞) is said to be a Lyapunov function if ϕ(x0) = 0 and there exists ε > 0 such that

ϕ(x) > 0 for every x ̸= x0 with ∥x − x0∥ ≤ ε, and d
dt
ϕ(f(t)) ≤ 0 for any solution f starting

with ∥f(0)− x0∥ ≤ ε. Any equilibrium point admitting a Lyapunov function must be stable,

and if the function satisfies d
dt
ϕ(f(t)) < 0 for every solution starting at a point close to but

not equal to x0 then x0 is asymptotically stable.

An equilibrium point x0 is said to be hyperbolic if all of the eigenvalues of DF (x0) have

non-zero real part. Around hyperbolic fixed points the dynamics of the system are always well-

approximated by those of the linearization: When F is smooth a very strong statement to this

effect is given by the Hartman-Grobman theorem, which states that for each hyperbolic fixed

point there exists ε > 0 and a homeomorphism (continuous bijection with continuous inverse)

h : Bε(x0) → Rd from the ball of radius ε around x0 to Rd mapping the connected components

of the trajectories of F inside Bε(x0) to the trajectories of the linearization DF (x0).

Example 9.6. Consider the undamped pendulum equation f ′′ = −α sin(f) for α > 0. Physi-

cally α is equal to g/ℓ where g is the gravitational constant and ℓ is the length of the pendulum.
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As usual, we consider this as a first order equation in phase space

f ′ =

(
f ′

f

)′

=

(
−α sin(f)

f ′

)
= F (f)

where

F

(
x

y

)
=

(
−α sin(y)

x

)
.

This ODE has equilibrium points at an = (0, nπ) for every integer n. The derivative of F is

DF =

(
dF1

∂x
dF1

∂y
dF2

∂x
dF2

∂y

)
=

(
0 −α cos(y)

1 0

)
,

so that at each equilibrium point an we have that

DF (an) =

(
0 −α
1 0

)
.

This matrix can be diagonalized(
0 −α
1 0

)
=

(√
α

√
α

−i i

)(
i
√
α 0

0 −i
√
α

)(√
α

√
α

−i i

)−1

,

so that the trajectories of the linearized ODE (f − an)
′ = DF (an)(f − an) are ellipses around

an of the forman +
(√

α
√
α

−i i

)(
eit

√
α 0

0 e−it
√
α

)(√
α

√
α

−i i

)−1(
x

y

)
: t ∈ R

 .

Since this fixed point is not hyperbolic, the linearization does not tell us whether or not the

fixed point is stable. Let us focus on the fixed point at (0, 0). The physical nature of the

problem saves us by inspiring us to write down a Lyapunov function for the system: the

energy! If we write down the function

E

(
x

y

)
=

1

2
ℓ2x2 + gℓ(1− cos y)

where the first term represents the kinetic energy of the system and the second term represents

the gravitational potential energy of the system, we can check by calculus that our solutions

satisfy
d

dt
E(f) = 0.
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In other words, energy is conserved. One can deduce from this that the trajectories of our ODE

are exactly the level lines of the energy, and form ”approximate ellipses” around (0, 0). As

such, in this example the linearization does give a good approximation to the true behaviour

of the system around the equilibrium, even though this equilibrium is not hyperbolic.

Example 9.7. The ODEs governed by the vector fields

F

(
x

y

)
=

(
y + x(x2 + y2)

−x+ y(x2 + y2)

)

and

G

(
x

y

)
=

(
y − x(x2 + y2)

−x− y(x2 + y2)

)
have the same linearization around the equilibrium point at (0, 0), but the first is unstable

and the second is asymptotically stable.
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Figure 9: Unit vector field representations of six different linear autonomous systems in R2

that are diagonalizable with non-zero eigenvalues. Clockwise from top left: Sink, Saddle,
Source, Spiral Sink, Center, Spiral Source.

Sink: Negative real eigenvalues. Example: f ′ =

(
−1 0
0 −1

)
f

Saddle: Real eigenvalues of different signs. Example: f ′ =

(
−1 0
0 −1

)
f

Source: Real positive eigenvalues. Example: f ′ =

(
1 0
0 1

)
f

Spiral Source: Complex eigenvalues, positive real parts. Example: f ′ =

(
1 1

−1.5 1

)
f

Center: Complex eigenvalues, zero real parts. Example: f ′ =

(
0 −1
1 0

)
f

Spiral Sink: Complex eigenvalues, negative real parts. Example: f ′ =

(
−1 −1
1.5 −1

)
f
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Figure 10: Left: A linear vector field with one zero eigenvalue and one negative real eigen-
value. Center: A non-diagonalizable vector field with positive real eigenvalue. Right: A
non-diagonalizable vector field with negative real eigenvalue.
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