Superior temporal gyrus and insula provide response and outcome-dependent information during assessment and action selection in a decision-making situation
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Decision-making is a complex process that comprises the assessment of a situation, the selection of an action, and the evaluation of an outcome. Distinct neural systems may contribute differentially during various stages within a decision-making situation. This study investigated whether neural activation during assessment or action selection is critically dependent on previous outcomes or actions. Twelve healthy, right-handed subjects (6 females) played a Rock Paper Scissors (RPS) computer game during functional magnetic resonance imaging. Bilateral insula and medial prefrontal cortex (including the anterior cingulate) were specifically engaged during the assessment and action selection stages of decision-making, whereas bilateral superior frontal gyrus and right inferior parietal lobule activated more during the outcome. Two regions of activation within the bilateral superior temporal gyrus activated only when the previous outcome was a win. Moreover, right insula and superior temporal gyrus were active more when the subject switched responses relative to staying with the same choice made on the previous trial. These findings support the hypothesis that distinct neural systems underlie different stages of the decision-making process. Furthermore, the superior temporal gyrus may play an important role in integrating previous actions and successful outcomes into one's decision-making strategy.
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Introduction

Decision-making can be divided both temporally and functionally into distinct processes. First, individuals assess and form preferences among possible options; second, an action has to be selected and executed; and third, the individual experiences or evaluates the outcome or consequence of the action. During the first stage, individuals attribute value to the available options, and select one of them. During the second stage, individuals initiate, perform, and complete an action according to the preferences established during the first stage. During stage three, a signal is generated comparing the expected to the experienced outcomes. This signal provides a means of linking actions to outcomes and is a key to adjusting the value attributed to options during the first stage of the next decision. Finally, decision-making is an iterative process, such that a given stage of decision-making is influenced by the history of preceding stages and directly influences subsequent stages of processing.

The key question that arises from the complexity of the decision-making process is which brain areas contribute to the different processes that underlie decision-making? It is assumed here that there is no single decision-making area in the brain; instead, it is hypothesized that different regions are involved in assessment, action selection, and outcome evaluation. In particular, two factors play a critical role in repeated decision-making situations. First, was the previous action successful, that is, led to a desired outcome and second, should one continue with the same action or switch to a different option? In combination, the assessment and action selection aspect of decision-making critically depends on the previous outcome and action.

Functional neuroimaging provides strong evidence that outcome processing involves hedonic evaluation, which activates limbic (Kahn et al., 2002) and paralimbic areas (Breiter and Rosen, 1999). Moreover, the medial prefrontal cortex has been implicated in preference judgment (Paulus and Frank, 2003), assessment of pleasurability (Mitterschiffthaler et al., 2003), tracking of rewarding outcomes (Knutson et al., 2003), formation of hedonic associations (Passingham et al., 2000), and nonlinear assessment of reward values (Elliott et al., 2003). Similarly, different areas of the anterior cingulate have been implicated during action selection and outcome processing stages of decision-making (Bush et al., 2002; Rogers et...
al., 2004; Williams et al., 2004). Finally, differential activation in superior temporal gyrus in non-speech related processing has been related to temporal action planning (Kircher et al., 2004), judgment tasks (Luo et al., 2003), and processing complex configurations of symbolic information (Grossman et al., 2002).

In a previous investigation with a different group of healthy volunteers, we showed that the inferior prefrontal cortex activated selectively during acquisition of advantageous action selection during a simple repeated decision-making task, the Rock Paper Scissors (RPS) game, and that the magnitude of this activation was predicted by a modified temporal difference model that included trend detection (Paulus et al., 2004). In contrast, this investigation was aimed at determining whether different neural substrates contribute to assessment and action selection versus outcome evaluation during a decision-making situation. Moreover, we explored whether neural activation during assessment and action selection is critically dependent on previous actions and outcomes. We hypothesized that areas which are important for the temporal integration of decision-making differentially activate depending on previous outcome (win, loss or tie) or previous actions (continue with the same action or switch). Specifically, based on our previous study with a different task (Paulus et al., 2001), which showed that posterior parietal cortex and superior temporal gyrus activation changes were proportional to the win-stay/lose-shift consistent responses, we hypothesized that activation in these structures would differ based on previous outcomes.

**Methods**

**Subjects**

Twelve healthy, right-handed subjects (6 females and 6 males) with a mean age of 35.1 ± 2.6 years (range 24–53), an average education level of 15.3 ± 0.4 years (range 13–18), and no lifetime history of Axis I DSM-IV disorders based on a structured clinical interview for DSM-IV diagnosis (Spitzer et al., 1992), participated in this study, which was approved by the UCSD Human Research Protection Program. Handedness was determined by a series of questions about hand use during daily activities. These subjects gave written informed consent and performed an event-related Rock Paper Scissors Task within an MRI scanner during a functional magnetic resonance imaging (fMRI) scanning protocol.

**Task**

The Rock Paper Scissors (RPS) task has been described in detail elsewhere (Paulus et al., 2004). Briefly, this task is based on the well-known Rock Paper Scissors game. For the task, the typical rules apply: rock beats scissors, paper beats rock, and scissors beat paper. The subjects were instructed that they were playing against the computer and were told to maximize their total point count (1 point for a win, 0 points for a tie, and −1 point for a loss). The probability of beating the computer and thus being reinforced (e.g.,

![Fig. 1. This figure shows the event-related Rock Paper Scissors design. The action selection regressors were defined from the onset of the trial until the subject made a response. Outcome regressors were defined from the onset of the outcome presentation until the fixation cross. Outcome-dependent and response-dependent selection regressors were generated based on the outcome of the previous trial, that is, whether the previous trial was a win/tie/loss or whether the subject selected the same action or switched to a different action. These regressors were convolved with a modified gamma-variate function to account for the hemodynamic delay. For example, the i-th trial resulted in a tie, which determined a tie-dependent action selection regressor at the i + 1st trial. Appropriate linear contrasts were computed to determine the main effect of action selection, outcome, and the difference between action selection and outcome, respectively.](image-url)
subject chooses paper, computer selects rock, paper wins, subject gains one point) was pre-determined for each response option. Unbeknownst to the subject and without changing trial duration or inter-trial interval, the preferred, even, and worst response were switched every 16 trials. There were 4 sets of 16 trials (64 trials total). Within each set, the 3 possible selections (rock, paper, scissors) were given pre-determined probabilities of having a winning, tying or losing outcome. The “preferred response” wins 90% of the trials, the “neutral” response wins 50% of the time, and the “worst response” wins 10% of the trials. Thus, if rock were the preferred response and scissors were the worst response in a particular block, then selecting rock would result in a win 90% of the time and selecting scissors would result in a win 10% of the time.

The task was modified to measure outcome and assessment or action selection processing separately (see Fig. 1). After an initial fixation lasting 2 s, subjects saw pictures of a hand forming paper, scissors, and rock on the computer screen for 1 second and heard the instruction “one, two, three” over headphones. Three seconds into the trial, subjects were presented with a “Go” sign in the center of the screen, which provided the cue to select paper, scissors, or rock by pushing the left, middle, or right button with the index, middle or ring finger of the right hand, respectively. Subjects had 3.5 s to respond, after which the trial timed out. Once a response was selected, a 3.5-s delay occurred before the outcome was presented on the computer screen. At that time, the subjects saw the computer’s response, heard “you win,” “you lose,” or “a tie,” which lasted 6–8 s, and saw the score incremented, reduced by one, or left unchanged. The total score was displayed on the top of the screen. Between trials, a fixation cross was presented for 2–4 s. The number of trials with a certain trial duration were as follows (n, s): (10, 14); (14, 15); (16, 16); (18, 17); (6, 18). The order of the trial durations was fixed and optimized to estimate activation during assessment and action selection and outcome processing, respectively, using AFNI (Cox, 1996) software tools. The responses were obtained using a three-button opto-isolated computer mouse. All auditory signals were presented using MRI compatible, pneumatic, sound-insulated headphones.

Behavioral measures

The behavioral response was obtained from the button press and recorded by a PC computer during each trial and was used to determine (1) response latency, that is, the duration from presentation of the stimulus to selection of a response, and (2) response selection, that is, whether rock, paper, or scissors was selected, resulting in a win, tie, or loss. To quantify the relationship between the current decision and previous outcome or action selection, mutual information functions were obtained. Mutual information functions (Herzel and Grosse, 1997) are based on the logarithmic likelihood ratio between the observed frequency of an event and the expected frequency of an event. These functions quantify the deviation of the co-occurrence of two events in units of bits.

Functional magnetic resonance imaging

During the RPS task, two functional imaging runs (512 volumes) sensitive to blood oxygenation level dependent (BOLD) contrast were collected for each subject using a 1.5 Tesla Siemens (Erlangen, Germany) scanner (T2*-weighted echo planar imaging, TR = 2000 ms, TE = 40 ms, 64 × 64 matrix, 20 4-mm axial slices, 256 scans). During the same experimental session, a T1-weighted image (MPRAGE, TR = 11.4 ms, TE = 4.4 ms, flip angle = 10°, FOV = 256 × 256, 1 mm³ voxels) was obtained for anatomical reference. For preprocessing, voxel time series were interpolated to correct for non-simultaneous slice acquisition within each volume and corrected for three-dimensional motion.

fMRI analysis pathway

The data were preprocessed and analyzed with the software AFNI (Cox, 1996). The preprocessed time series data for each individual was analyzed using a multiple regression model. This model consisted of regressors for assessment and action selection as well as regressors for outcomes. For each subject, three assessment and action selection regressors were created based on whether the previous outcome was a win, tie, or loss and two assessment and action selection regressors were created based on whether the subject changes the selection of an action (e.g., chose scissors previously and selected rock on the current trial) or stayed with the same action. Similarly, three subject-specific outcome regressors were created for wins, ties, or losses, respectively. Three regressors were used to account for residual motion (in the roll, pitch, and yaw direction). Lastly, regressors for baseline and linear trends were used to eliminate slow signal drifts. Thus, the total model consisted of 13 regressors, eight regressors of interest and five nuisance regressors, respectively. The regressors of interest for assessment and action selection consisted of 0–1 delta functions, which started at the beginning of the trial and ended once the subject had made a response. Similarly, outcome regressors started

<table>
<thead>
<tr>
<th>Volume</th>
<th>x</th>
<th>y</th>
<th>z</th>
<th>R/L</th>
<th>t value</th>
<th>Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assessment or action selection &gt; Outcome</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>29632</td>
<td>-48</td>
<td>-23</td>
<td>31</td>
<td>L</td>
<td>7.56</td>
<td>Postcentral gyrus, superior parietal lobule, temporal gyrus</td>
</tr>
<tr>
<td>10496</td>
<td>-2</td>
<td>-7</td>
<td>48</td>
<td>L</td>
<td>6.11</td>
<td>Medial frontal gyrus/anterior cingulate</td>
</tr>
<tr>
<td>3840</td>
<td>36</td>
<td>-8</td>
<td>13</td>
<td>R</td>
<td>5.84</td>
<td>Precentral gyrus, Insula/ temporal gyrus</td>
</tr>
<tr>
<td>15168</td>
<td>49</td>
<td>-18</td>
<td>13</td>
<td>R</td>
<td>5.44</td>
<td>Insula</td>
</tr>
<tr>
<td>4608</td>
<td>-37</td>
<td>8</td>
<td>13</td>
<td>L</td>
<td>3.84</td>
<td></td>
</tr>
<tr>
<td>Outcome &gt; Assessment or action selection</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1088</td>
<td>-16</td>
<td>46</td>
<td>39</td>
<td>L</td>
<td>3.70</td>
<td>Superior frontal gyrus</td>
</tr>
<tr>
<td>4928</td>
<td>40</td>
<td>-55</td>
<td>42</td>
<td>R</td>
<td>4.26</td>
<td>Inferior parietal lobule</td>
</tr>
<tr>
<td>7488</td>
<td>39</td>
<td>-66</td>
<td>-5</td>
<td>R</td>
<td>4.42</td>
<td>Inferior temporal gyrus</td>
</tr>
<tr>
<td>4032</td>
<td>41</td>
<td>34</td>
<td>28</td>
<td>R</td>
<td>4.96</td>
<td>Superior frontal gyrus</td>
</tr>
<tr>
<td>11328</td>
<td>-41</td>
<td>-76</td>
<td>-4</td>
<td>R/L</td>
<td>5.26</td>
<td>Inferior occipital gyrus</td>
</tr>
<tr>
<td>1280</td>
<td>-49</td>
<td>-8</td>
<td>-17</td>
<td>L</td>
<td>5.81</td>
<td>Inferior temporal gyrus</td>
</tr>
</tbody>
</table>
when the individual was presented with the outcome and ended when the fixation cross was presented. These regressors were convolved with a modified gamma variate function modeling a prototypical hemodynamic response prior to inclusion in the regression model.

The AFNI program 3dDeconvolve was used to calculate the estimated voxel-wise response amplitude. A Gaussian filter with FWHM 6 mm was applied to the voxel-wise percent signal change data to account for individual variations of the anatomical landmarks. Data of each subject were normalized to Talairach coordinates. Two different within-subject contrasts were carried out. First, a linear contrast was obtained between assessment and action selection regressors and outcome regressors. Second, contrasts were obtained for assessment and action selection

Fig. 2. Outcome-decision effect: task-related activation-differences between outcome and decision-making during the RPS task. Outcome activation is the combination of activation during the outcome presentation, that is, from onset of the outcome to the presentation of the fixation cross, of win, tie, or loss trials. (numbers represent Talairach y coordinates). Blue: decision-making > outcome, red: outcome > decision-making. For coordinates, see Table 1.
regressors based on previous outcome or previous action. However, in order to be considered for an action or outcome-dependent action selection area, brain regions had to show significant activation during the action selection stage of RPS task and differ significantly from outcome-related processing areas. To assure that these analyses were not biased by reduced estimation efficiency, covariances were computed for the design matrices of each subject. These analyses showed that the estimated normalized standard deviation for outcome-dependent action regressors \((0.2 \pm 0.4)\) did not differ significantly from those for action \((0.18 \pm 0.4)\) or outcome \((0.19 \pm 0.4)\) regressors.

**Statistical analyses**

The voxel-wise percent signal change data were used in planned contrast analyses. Specifically, the contrasts defined above were evaluated using \(t\) tests. A threshold adjustment method based on Monte–Carlo simulations (Forman et al., 1995) was used, which determined that a voxel-wise a priori probability of one-sided \(P < 0.05\) would result in a corrected cluster-wise activation probability of \(0.05\) if a minimum volume of 1024 \(\mu l\) (or 16 contiguous voxels) and a connectivity radius of 4.0 mm was considered. All analyses for the behavioral data were carried out with SPSS 10.0 (Norusis, 1990). A mixed model ANOVA (fixed factor: task conditions, random factor: subjects) was used to analyze the behavioral measures.

**Results**

Based on post-task questionnaires, individuals reported attempting to win more often than the computer but did not indicate that they observed any patterns of responses by the computer. Subjects took 790 ms \((\pm 110 ms)\) after seeing the GO sign to select one of the three responses. There was no significant acquisition of selecting the preferred response \(F(2,24) = 0.14, NS\), which results in winning 90% of the time, or avoiding the worst response \(F(2,24) = 0.18, NS\), which results in winning 10% of the time, in this version of the paradigm. Overall, individuals were more likely to select a shift response \((P < \text{shift}) = 0.71 \div 0.03, F(1,12) = 33.6, P < 0.01\) (e.g., choose paper one trial and choose scissors next trial) than a stay response (e.g., choose paper one trial and choose paper the next trial). However, the selection of a stay or shift response was not significantly influenced by the prior outcome \(F(2,24) = 0.92, NS\). The overall response selection was significantly determined by the previous response (mutual information = 0.082 bits/response \(\pm 0.02, t(12) = 4.18, P < 0.01\)) but not by the previous outcome (win-stay/lose-shift mutual information = 0.01 bits/response \(\pm 0.01, t(12) = 0.80, NS\)). Specifically, individuals tended to generate sequences of switch between different actions more often than expected by chance.

As shown in Table 1 and Fig. 2, neural substrates activated differentially during assessment or action-selection versus outcome processing. Whereas, bilateral insula, anterior cingulate and medial prefrontal cortex, bilateral superior/inferior temporal gyrus were more active during assessment or action selection relative to outcome processing, the right inferior parietal lobule, bilateral superior frontal gyrus, and bilateral occipital/inferior temporal areas were more active during outcome processing relative to assessment or action selection.

Only bilateral superior temporal gyrus (STG) was found to differentially activate during action selection as a function of prior outcome (Table 2). The activation in bilateral STG was mostly due to the fact that these structures activated in particular when the prior outcome was a win as opposed to a loss (Fig. 3). The time course of the BOLD-fMRI signal is consistent with the involvement of this structure in an outcome-dependent action selection process of the RPS task. Moreover, the decision-making related activation after a previous win in the left STG \((r = 0.60, P < 0.05)\) but not in the right STG \((r = 0.14, NS)\) was correlated with the number of win-stay consistent responses. No other significant correlations were observed. Moreover, the transition area between insula and STG showed differential activation during action selection as a function of the prior response (Table 2). Specifically, this area activated when the subject switched responses relative to the condition when the subject selected the same action (Fig. 4).

Moreover, the degree of response predictability as measured by the mutual information was inversely related to the difference between the activation during a switch and the activation during a stay response \((r = -0.68, P < 0.05)\). In other words, a greater activation difference in this area was associated with a less predictable response.

**Discussion**

This investigation yielded two main results. First, distinct neural substrates activated during assessment and action selection versus outcome evaluation. Second, response and outcome-dependent activation occurred in bilateral STG and right insula during the assessment and action selection stage of decision-making. The degree of activation in left STG was related to an increase in win-stay consistent responding. Moreover, the degree of response predictability, as measured by mutual information, was associated with less activation in the right insula and STG. In combination, these results provide evidence that the STG and insula are important for integrating the previous response and previous outcome to the subsequent assessment and action selection stage of decision-making.

Posterior brain structures, including the STG and middle temporal gyrus, are involved in lexical-semantic processing
The STG has primarily been implicated in semantic processing (Friederici et al., 2000; Luo et al., 2003), in particular of spoken words (Booth et al., 2002), object-naming (Hirsch et al., 2001), and other semantic processing components. However, the role of these structures in non-speech-related processing has only recently been appreciated. Specifically, the role of the STG in non-speech related processing has been described as a correlate of temporal action planning (Kircher et al., 2004), semantic judgment (Luo et al., 2003), processing complex configurations of symbolic information (Grossman et al., 2002), hand imitation (Leslie et al., 2004), cross-modal integration (Booth et al., 2003), and artificial grammar learning (Skosnik et al., 2002). In addition, this structure is thought to identify salient events in the sensory environment both within and independent of the current behavioral context (Downar et al., 2003). Thus, the STG appears to be critical for providing information that occurs over time in order to identify, process, or prepare for actions, which have to be integrated over time. In the context of this investigation, distinct portions of the STG differentially activate as a function of prior response and prior outcome.

The activation areas observed here are located more superior and posterior than traditional auditory processing areas. The STG has also been shown to be involved in target and deviant processing during odd-ball paradigms (Kiehl and Liddle, 2001; Liebenthal et al., 2003) and episodic memory encoding (Lee et al., 2002). In a recent review, the STG was found to be extremely sensitive to biological motion (Adolphs, 2003). This area plays an important role in explaining and predicting the behavior of others during theory of mind scenarios (Fletcher et al., 1995) and may also be involved in decision-making about complex ethical dilemmas (Heekeren et al., 2003). Thus, the current finding of activation during assessment or action selection that differs on the basis of prior outcome is consistent with the idea that the superior temporal gyrus provides contextual information, that is, the presence of a previous win or loss or whether to continue with the ongoing action, to areas of the brain that are important for assessment and action selection such as the insula.

The superior temporal gyrus is bi-directionally connected to the insula (Augustine, 1985), which activated bilaterally during the assessment and action selection stage of decision-making. How-

Fig. 3. Outcome-contingent action selection: bilateral STG activation during assessment and action selection is larger following a previous win relative to a previous loss. The average latency to select a response (Paper, Rock, or Scissors) is shown to indicate the relationship between action selection and the hemodynamic response.
ever, the bilateral activation of the insula during the action selection stage of decision-making was not differentially affected by the previous outcome. Instead, we observed differential activation as a function of previous action selection. This structure has been shown to activate during the assessment of emotionally aversive states. Specifically, functional neuroimaging studies have shown insula related activation during the processing of fearful (Morris et al., 1998) or disgusted (Phillips et al., 1998) faces, during the anticipation of electric shocks (Chua et al., 1999), as well as during script-evoked sad mood induction (Liotti et al., 2000). Moreover, insula activity has been related to the awareness of threat (Critchley et al., 2002), or the internal state of the body (Critchley et al., 2004), alterations of sympathetic tone (Nagai et al., 2004), extent of self-relatedness (Phan et al., 2004), empathic pain perception (Singer et al., 2004). Within the context of decision-making, the ventromedial prefrontal cortex, amygdala, and insular have been proposed to be are part of a neural system involved in somatic state activation and decision-making (Bar-On et al., 2003). For example, in interactional games, anterior insula activation has been observed during “unfair” offers (Sanfey et al., 2003). Some investigators have proposed that anterior insula and lateral orbitofrontal cortex may signal a change in reward contingencies (O’Doherty et al., 2003). In combination, the activation of the anterior insula during the assessment or action selection stage of decision-making may provide a “gut” feeling aid in the selection of the most advantageous option.

Previous investigations have differentiated different parts of the anterior cingulate during action selection and outcome processing stages of decision-making (Rogers et al., 2004). Specifically, these authors have attributed an evaluative role of pregenual anterior cingulate and dorsal medial prefrontal cortex. Others have shown that the dorsal anterior cingulate differentially activated with varying the amount of reward (Bush et al., 2002). The focus of our activation during the assessment or action selection stage of decision-making is consistent with the findings of dorsal cingulate activation during conflict monitoring paradigms (Bush et al., 2000;
activity increased in response to a diminished reward, and was also predictive of the movement ultimately made (Williams et al., 2004). This is consistent with the observation that medial frontal cortex is involved in performance monitoring (Ridderinkhof et al., 2004), whereas lateral and orbitofrontal divisions of prefrontal cortex are involved in subsequently implementing appropriate adjustments. Others have shown that there is a negative correlation between the activation in the anterior cingulate and the orbitofrontal cortex during decision-making (Walton et al., 2004). The lack of differential ventral cingulate activation in this study and orbitofrontal activation is most likely due to partial volume coverage and some susceptibility artifact due to axial slice acquisition.

In contrast to our previous investigation (Paulus et al., 2004), which showed robust learning of the preferred responses and avoidance of the worst responses, no such learning was evident during this version of the task. Accordingly, there was no significant activation of the inferior prefrontal cortex in relation to action selection or outcome processing. The differences in acquisition of the advantageous response selecting on this task between the previous and the current study could be due to several important differences in the implementation. First, whereas the previous version of the task provided a frequent feedback (every 3.5 s), this version of the task yielded a win, tie, or loss every 14–18 s. Second, the number of trials sets with the same preferred, even or worst response was shortened to 16 trials to evaluate learning across different conditions within this event-related design. In combination, these differences point toward the importance of frequent and quick feedback to establish associative learning in this paradigm. Future investigations will, therefore, utilize a fast event-related design to examine both the acquisition of advantageous response selection and the contribution of different neural systems during assessment and action selection versus outcome evaluation in a decision-making situation. Moreover, although individual variation in response latency create temporal jitter, which helps to distinguish assessment and action selection from outcome processing during decision-making in this slow event-related paradigm, these stages are still temporally contingent on one another. Therefore, future experiments may need to introduce outcome presentation as a variable in order to separate these two components.

In summary, the current investigation shows that bilateral insula, superior/inferior temporal cortex, and medial prefrontal cortex (including the anterior cingulate) were differentially activate during assessment or action selection versus outcome processing. The activation in the superior temporal cortex and right insula were dependent on the previous response and bilateral STG for previous outcome. Thus, the activation in this area may be critical for establishing a response and outcome dependent response strategy in decision-making situations.
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