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Abstract The scaling of rupture properties with magnitude is of critical importance to earthquake
early warning systems that rely on source characterization using limited snapshots of waveform data.
ShakeAlert, a prototype earthquake early warning system that is being developed for the western United
States, provides real-time estimates of earthquake magnitude based on P wave peak ground displacements
measured at stations triggered by the event. The algorithms used in ShakeAlert assume that the
displacement measurements at each station are statistically independent and that there exists a linear and
time-independent relation between log peak ground displacement and earthquake magnitude. Here we
challenge this basic assumption using the largest data set assembled for this purpose to date: a
comprehensive database of more than 140,000 vertical-component waveforms from M4.5 to M9
earthquakes occurring near Japan from 1997 through 2018 and recorded by the K-NET and KiK-net
strong-motion networks. By analyzing the time evolution of P wave peak ground displacements for these
earthquakes, we show that there is a break, or saturation, in the magnitude-displacement scaling that
depends on the length of the measurement time window. We demonstrate that the magnitude at which
this saturation occurs is well-explained by a simple and nondeterministic model of earthquake rupture
growth. We then use the predictions of this saturation model to develop a Bayesian framework for
estimating posterior uncertainties in real-time magnitude estimates.

1. Introduction
Do earthquakes large and small begin alike, or are there systematic differences in the early rupture pro-
cess that distinguish them? This question drives at the core of our knowledge of how earthquakes nucleate,
rupture, and arrest and remains one of the crucial unresolved questions in seismology. Following the pio-
neering work of Aki (1967), the notion of self-similar scaling of earthquake rupture properties became
the prevailing conceptual paradigm. This framework was supported by the nearly constant distribution of
earthquake stress drop and scaled energy spanning many orders of magnitude (e.g., Ide & Beroza, 2001).
Likewise, computational models of self-similar crack-like ruptures can be used to explain many of the key
characteristics of observed seismic waveform spectra (Brune, 1970; Eshelby, 1957; Madariaga, 1978). Despite
this success, the rupture processes of real earthquakes deviate from the behavior of self-similar cracks in
several notable ways. Large earthquakes, for example, are geometrically constrained by the finite width of
the seismogenic zone (Denolle & Shearer, 2016; Gomberg et al., 2016), activate dynamic frictional weaken-
ing processes that strongly influence rupture propagation (Brodsky & Kanamori, 2001; Goldsby & Tullis,
2011; Noda & Lapusta, 2013), and may favor pulse-like rather than crack-like rupture modes (Heaton, 1990;
Melgar & Hayes, 2017). While these observations differ from classical notions of self-similarity, they do not
necessarily imply that systematic differences in the early rupture processes of earthquakes determine the
final earthquake size.

This question of rupture determinism is of direct relevance to earthquake early warning (EEW) systems that
require rapid earthquake source characterization in order to issue accurate and timely alerts of strong shak-
ing (Minson et al., 2018). If the ultimate size of an earthquake is determined by its initial energy budget
(Ellsworth & Beroza, 1995; Nielsen, 2007), then it may be possible to assimilate this information to rapidly
forecast the final earthquake magnitude while the rupture is still in progress (Allen & Kanamori, 2003;
Colombelli et al., 2014; Olson & Allen, 2005; Zollo et al., 2006). Observations of large and great earthquakes
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in recent years have challenged this view of rupture determinism (Rydelek & Horiuchi, 2006; Rydelek et al.,
2007; Yamada & Ide, 2008). Meier et al. (2016) examined near-source peak displacement measurements,
finding no evidence for differences in the rupture onsets of small and large earthquakes, and Meier et al.
(2017) showed that the source time functions of large earthquakes follow a universal, nondeterministic time
evolution. Kanamori (2005) documented the potential for EEW parameters collected over short time win-
dows to saturate at large magnitudes, implying that the measurements from early in the rupture process do
not predetermine the final earthquake size. This observation was further reinforced by the severe underesti-
mates of the final size of 2011 M9.0 Tohoku-Oki earthquake by made EEW systems (Colombelli et al., 2012;
Hoshiba & Iwakiri, 2011). More recently, Leyton et al. (2018) analyzed seismic and geodetic waveforms from
earthquakes in the Chilean subduction zone, finding that EEW source characterization can be significantly
improved using extended measurement time windows, which is inconsistent with the notion of rupture
determinism. While these studies suggest that a purely deterministic rupture mechanism can likely be ruled
out, a weak or probabilistic form of determinism may still be observed in some instances through careful
analysis of seismic or geodetic data (Goldberg et al., 2019; Melgar & Hayes, 2017; Olson & Allen, 2006).

This study builds on these observations by examining the question of rupture determinism and its implica-
tions from the perspective of the ShakeAlert system, which is currently being tested prior to its implementa-
tion in the western United States (Cochran et al., 2018; Kohler et al., 2018). We focus in particular on the time
evolution of seismically recorded peak ground displacement (Pd), a key parameter in the ShakeAlert sys-
tem whose accurate measurement is central to its real-time point-source characterization algorithm (Chung
et al., 2019; Kuyuk et al., 2014). We emulate ShakeAlert's waveform processing workflow for an off-line, com-
prehensive data set of more than 140,000 waveforms recorded by Japan's K-NET and KiK-net strong-motion
networks. This data set is to our knowledge the largest assembled for this purpose to date. It includes 2,409
magnitude 4.5–9.0 earthquakes in total, with 151 M6 and 22 M7 and greater earthquakes that provide robust
assessments of how EEW parameters like Pd scale with magnitude. We measure vertical-component, P wave
Pd in progressively longer time windows preceding the S wave arrival and show there is a time-dependent
saturation in the assumed linear relation between log10Pd and magnitude M that is well-predicted by a sim-
ple and nondeterministic rupture model. With this saturation model in hand, we develop a novel Bayesian
framework for estimating posterior uncertainties in real-time magnitude estimates that account for the sat-
uration effect inherent in the use of limited measurement time windows. We conclude by discussing the
scientific and practical implications of our key contributions to the existing literature: careful measurements
of time-dependent saturation of Pd in a massive data set of M4.5–M9 earthquakes and a Bayesian workflow
for computing time-dependent uncertainties in early warning magnitude estimates.

2. Methods: Data Set Overview and Waveform Processing
We focus our analysis on earthquakes with magnitude M ≥ 4.5 and hypocentral depths ≤100 km occurring
from October 1997 through December 2018 in a rectangular region surrounding Japan (Figure 1). For each
earthquake, we select all available vertical-component waveforms recorded at K-NET and KiK-net surface
stations with epicentral distance Repi ≤ 200 km. K-NET and KiK-net are the National Research Institute for
Earth Science and Disaster Resilience's two premier strong-motion accelerometer networks, composed of
more than 1,700 stations located onshore Japan and with typical station spacing of less than 20 km. Trig-
gered waveforms are archived by the National Research Institute for Earth Science and Disaster Resilience
and are publicly available upon request. It is important to note that since our analysis is limited to an
off-line database of triggered waveforms, the results we present here likely underestimate the true uncer-
tainties that would be expected for real-time EEW systems, where location errors and false event triggers are
more common.

Our waveform processing procedure closely emulates that of the ShakeAlert system, deviating only where
necessary to accommodate differences in the network and source-station geometry between the western
United States and Japan (e.g., Nof & Allen, 2016; see supporting information Text S1 for further details).
For each waveform, we estimate the P wave onset time using a modified form of the automatic triggering
algorithm proposed by Allen (1978), which triggers when the ratio of the short-term average to long-term
average of a characteristic function of acceleration and velocity time series exceeds a specified threshold. To
mitigate spurious triggers caused by occasional noise spikes, we additionally require that the peak accelera-
tion amplitude exceeds 0.1 cm/s2 in a 3-s window following the triggered arrival time. We further consider
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Figure 1. Map of the study region and corresponding magnitude histogram (log-scale). Our data set includes
earthquakes with magnitude M ≥ 4.5 and hypocentral depths ≤ 100 km occurring from 1997 through 2018. Latitude
and longitude boundaries are [30.0◦N,46.0◦N] and [129.0◦E,149.0◦E], respectively. Earthquakes in the study region
map (left) are color-coded by hypocentral depth. Most earthquakes in the data set have Japan Meteorological Agency
magnitudes ranging from 4.5 to 7.6, with one M8 and one M9 event (right).

only the subset of earthquakes with at least four waveform records with Repi ≤ 200 km that meet these qual-
ity control criteria. In total, our data set consists of 140,528 vertical-component records derived from 2,409
earthquakes with magnitudes ranging from 4.5 to 9.0 (Figure S1).

Real-time magnitude estimates from the point-source algorithm in the ShakeAlert system are based pri-
marily on peak ground displacements, Pd, measured from P waveforms on vertical-component channels
(Brown et al., 2011; Chung et al., 2019; Kohler et al., 2018; Kuyuk & Allen, 2013). Rather than focus on
a fixed time measurement time window TW, we compute Pd continuously in time following the P wave
onset (Figure 2). To do so, we first demean and apply a gain correction to each K-NET and KiK-net acceler-
ation waveform. We then apply a causal, four-pole Butterworth high-pass filter with a corner at 0.075 Hz to
remove long-period trends and noise and integrate these processed acceleration waveforms to velocity and
then to displacement. We apply a 0.075- to 3.0-Hz band-pass filter to each displacement record and measure
the peak displacement amplitude Pd at each sampling time step following the P wave arrival. Finally,

Figure 2. Example of the waveform processing for a M7.3 earthquake occurring in October 2000 and recorded at station
EHM004 (Repi = 138.5 km). The P wave onset is determined on the acceleration waveform (top left) using a modified
form of the Allen (1978) triggering algorithm. Peak displacement Pd (right) is measured continuously in time relative
to the P wave arrival based on the doubly integrated displacement record (bottom left). Pd measurements are truncated
at the 95% of the theoretical S wave arrival (vertical purple line) to prevent measurements of S wave displacements.
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Figure 3. Time evolution of log peak displacement log10Pd for different
magnitude earthquakes. Median values of log10Pd (solid lines) in six
magnitude bins ranging from 4.5 to 7.5 are normalized to 10-km epicentral
distance and plotted as a function of time. The shaded envelopes enclosed
by dashed lines correspond to the 20–80% percentile range of records in
each magnitude bin. The mean expected rupture duration for each bin
(assuming 2.0-MPa stress drop) is marked with a red circle.

we truncate the Pd measurements at the value measured at 95% of the
theoretical S-minus-P time (Ueno et al., 2002) to avoid measurement of S
wave displacements and normalize each Pd measurement to 10-km epi-
central distance using the global regression relation of Kuyuk and Allen
(2013). This normalization provides a first-order correction for distance
attenuation in Pd, though does neglect variations in event depth that may
be important in the near-source region. We also acknowledge that the
frequency sensitivity of the accelerometers, when combined with this fil-
tering and integration procedure, may in some instances provide biased
estimates of the true peak ground displacement (e.g., Crowell et al., 2012;
Melgar et al., 2013, see section 4 for further discussion). Since the dou-
ble integration of the waveforms effectively acts as a low-pass filter, the
results presented here are not very sensitive to the choice of the 3 Hz
upper corner that we use for consistency with previous studies.

3. Results
We first assess evidence for and against a deterministic rupture model
in which there are measurable and systematic differences in the rup-
ture onset of earthquakes that control the final earthquake size (Olson
& Allen, 2005). To do this, we plot the time evolution of Pd for different
magnitude bins (Figure 3). The median values of Pd in each magnitude
bin follow a universal pattern of steep initial power law growth (Meier
et al., 2016) before leveling off at time that scales with expected rupture
duration. The time evolution of these growth curves indicates that we
are unlikely to be able to distinguish between the earthquakes of differ-
ent sizes while the rupture is still growing. While it is possible that there
exist alternative statistical features of waveforms that can more rapidly
estimate earthquake magnitude, these results suggest that EEW systems
that rely on Pd cannot presume the validity of rupture determinism.

An implication of nondeterministic rupture is that when computing EEW parameters like Pd, the duration of
the measurement time window TW can matter a great deal. EEW systems that estimate M using Pd assume
a linear regression relation of the form:

log10Pd (M) = c0 + c1 M, (1)

where Pd is distance-corrected and c0 and c1 are empirical regression coefficients. The basis of this relation
is that in the far field, Pd should be proportional to the rate of moment release (Aki & Richards, 2002), but
the true value of Pd is only achieved once the moment rate function peaks. If the rupture duration Trup is
less than TW, then there should be a linear scaling between magnitude M and log10Pd, as is assumed by
ShakeAlert and other comparable systems. Conversely, if Trup exceeds TW, then measured Pd values saturate
and are independent of M.

We can account for this nonlinear time dependence in Pd measurements using a simple model of earthquake
rupture to derive the relation between Trup and M for a given value of earthquake stress drop Δ𝜎. We assume
a bilateral rupture with constant velocity Vrup in which the rupture transitions from 2-D circular growth to
1-D elliptical growth once the rupture front reaches the width of the seismogenic zone W (Gomberg et al.,
2016). In this study, we use a fixed value for W of 50 km, which seems an appropriate compromise for the
mixture of crustal and subduction zone earthquakes that occur in Japan, though we do not have enough
M ≳ 7.5 earthquakes to test this directly. Under these assumptions, the relation between M and log10Trup is
piecewise linear, with the hingepoint occurring at the transition time from 2-D to 1-D rupture propagation,
TX = W∕2Vrup. Measuring Vrup in kilometers per second and Δ𝜎 in megapascals, the scaling relations
between M and log10Trup in these regimes have slopes of 2 and 2/3:

Trup < TX ∶ M = 2log10Trup +
2
3

[
log10

(16
7
Δ𝜎V 3

rup

)
− 9.1

]

Trup > TX ∶ M = 2
3

log10Trup +
2
3
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log10
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7
Δ𝜎V 3

rup
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]
+ 4

3
log10TX .
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Applying (2), we can see that the magnitude at which saturation is expected to occur depends on the assumed
values of Δ𝜎 and Vrup, with higher values leading to shorter rupture durations. Because earthquakes exhibit
a range of Δ𝜎 and Vrup values, the saturation of Pd measurements occurs gradually with magnitude rather
than abruptly.

With these concepts in mind, we can generalize (1) to account for magnitude saturation by introducing the
concept of the survival function:

S (TW |M) = P(TW > TPd|M), (3)

that is, the probability P that the measurement TW exceeds the time at which the true Pd is recorded for
an earthquake with magnitude M. The survival function is commonly used in statistics (it is equal to one
minus the cumulative probability density function), and in this context allows us to account for the nat-
ural variability in rupture duration for earthquakes of a given magnitude. For the purposes of this study,
we compute S by taking advantage of the observations that (i) source time functions are peaked such that
TPd ≲ Trup∕2 (e.g, Meier et al., 2017) and (ii) earthquake stress drop values measured in log units closely
follow a normal distribution (e.g., Allmann & Shearer, 2009; Trugman & Shearer, 2017). This simplifies S
to the survival function of a normal distribution, and the revised saturation model can be related to the
integral of S:

log10Pd (M |TW) = c0 + c1 ∫
M

0
S (Δ𝜎∗

TW |M′)dM′. (4)

Here the survival function

S (Δ𝜎TW |M) = P(Δ𝜎 < Δ𝜎∗
TW |M) (5)

has been reformulated to give the probability that the stress drop Δ𝜎 of a given earthquake is less than the
critical value Δ𝜎∗

TW of an event with magnitude M and Trup = 2 TPd = 2 TW.

In Figure 4, we plot distance-corrected log10Pd versus M for measurement TW ranging from 1 to 20 s and
compare with saturation model predictions (equation (4), red curves). Overall, the data are well-explained
by (4), where for simplicity, we have fixed Vrup to 2.5 km/s, which is typical of values listed in the literature
(e.g., Ye et al., 2016), and have accounted for variability in Trup by assuming a lognormal distribution of Δ𝜎
with a 2-MPa mean and a log10 standard deviation of 0.5. While our data set does not have much resolution
above M7.5, the smooth transition from linear to M-independent scaling of log10Pd predicted by our model
is consistent with the available observations. For shorter TW, the M9 Tohoku-oki earthquake is a notable
outlier, while the second largest earthquake, the 2003 M8 Tokachi-oki earthquake, is not. We address this
further in section 4.

In real-time EEW scenarios, the situation is reversed from that shown in Figure 4: Given an event-averaged
set of Pd measurements, what is the magnitude of the earthquake? We can use our saturation model (4) in
combination with Bayes rule to provide a quantitative answer to this question. To do so, we need to rewrite
(4) in the form of a data likelihood function P(log10Pd |M) and assume a prior for the magnitude distribution
P(M). Then Bayes rule can be applied to estimate the posterior magnitude distribution consistent with the
available observations and our prior assumptions:

P(M | log10Pd,TW) ∝ P( log10Pd|M,TW)P(M), (6)

where the constant of proportionality can be obtain through proper normalization of the posterior proba-
bility distribution P(M | log10Pd,TW).

In this study, we apply simple functional forms for the likelihood and prior probability distributions to enable
rapid, analytic estimates of the posterior distribution. In particular, we assume a prior distribution based on
a Gutenberg-Richter (GR) power law of the form P(M) ∼ 10−M , which closely captures the underlying mag-
nitude distribution of our earthquake data set (and that of most others comparable to it). For the likelihood
function P( log10Pd|M,TW), we assume a normal distribution for the event-averaged log10Pd with the mean
of the distribution given by our saturation model (4) and the variance 𝜏2 that depends on the between-event
and within-event variability, 𝜏2

BE and 𝜏2
WE, and the number of triggered stations N:

𝜏2 = 𝜏2
BE + 𝜏2

WE∕N. (7)
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Figure 4. Log peak displacement log10Pd versus magnitude M and comparison to saturation model predictions. Each panel shows a different measurement
time window length (TW), with values increasing from 1 (upper left) to 20 s (lower right). Individual records of log10Pd are corrected to 10-km epicentral
distance and marked as gray dots, and event-averaged log10Pd are marked with blue diamonds. Saturation model predictions for each TW (equation (4)) are
marked with solid red lines. The saturation magnitude marking the midpoint of the transition from linear to M-independent scaling increases with increasing
TW length (gold stars).

This functional form is supported by the observation that both the between-event and within-event variabil-
ity in log10Pd closely follow normal distributions whose standard deviations decrease with increasing TW
(Figure S2) but do not appear to vary significantly with magnitude.

This basic approach allows us to rapidly estimate posterior probabilities for earthquake magnitude, given
a set of real-time Pd measurements. In Figures 5 and 6, we show the results of applying (6) to our data set,
using the same set of observations and time windows shown in Figure 4 (see Movies S1 and S2 for the full
time evolution). For each time window, we plot the likelihood distribution (Figure 5) and associated poste-
rior probability distribution (Figure 6) for a range of different log10Pd measurements. These results illustrate
that the length of measurement TW has a fundamental impact on the uncertainties in the magnitude esti-
mate. Shorter time windows lead to larger posterior uncertainties, and the posterior distributions become
highly asymmetric as the measured Pd value approaches the saturation value given by (4). In these instances,
log10Pd provides only a lower bound on the range of plausible earthquake magnitudes due to the potential
for the rupture to keep growing and for the final Trup to exceed TW. For a fixed TW, increasing the num-
ber of measurements N (e.g., through denser station coverage) reduces the posterior uncertainties (Figure
S3) because the uncertainty of the mean log10Pd estimate for each event is reduced by a factor of

√
N. This

reduction in uncertainty, while certainly desirable, is however limited because improvements to station
coverage cannot be used to overcome the inherent uncertainties of between-event variability or the use of
short measurement TWs. Further, this also assumes that each station provides a statistically independent
measurement, which is overly optimistic given the spatial correlation of nearby stations.

One useful aspect of this formulation is that it allows us to quantify how long the measurement TW needs
to be in order to distinguish between earthquakes of different sizes. In Figure 7, we show the expected time
evolution of the posterior magnitude distribution for earthquakes with magnitudes ranging from 5 to 8. For
smaller earthquakes (M ≤ 5), measurement TW of 2 s or less may be sufficient. Distinguishing between M6

TRUGMAN ET AL. 6
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Figure 5. Magnitude M versus log peak displacement log10Pd and comparison to the likelihood distribution. Each panel shows a different measurement time
window length (TW), with values increasing from 1 (upper left) to 20 s (lower right). Individual records of log10Pd records are corrected to 10-km epicentral
distance and marked as gray dots, and event-averaged log10Pd are marked with blue diamonds. Mean predictions from the likelihood function for each TW are
marked with solid red lines, and the saturation magnitude is marked with a gold star. The shaded regions correspond to likelihood probability distributions
P( log10Pd|M,TW) for log10Pd values ranging from −1.5 to 1.0, with circular markers denoting endpoints of the 95% credibility interval. The calculations
assume N = 4 observations per event.

and M7 or larger takes longer, of order 5 s or more. And for the largest earthquakes, measurement TWs in
excess of 20 s are likely needed.

4. Discussion
To summarize, the novel contributions of this study include (1) a careful confirmation and quantification
of the time-dependent magnitude saturation of peak displacement Pd using the largest data set assembled
for this purpose to date, (2) connection of Pd saturation to magnitude uncertainty in EEW systems, and (3)
development of a Bayesian approach to rapidly calculate time-dependent uncertainties for Pd-based magni-
tude estimates. While this Bayesian formulation has a physically sound basis supported by observations of
nondeterministic rupture evolution, it does include a number of simplifying assumptions about earthquake
rupture. Real earthquakes exhibit a rich variety of rupture behavior that deviate from our simple model,
with variations in rupture velocity, fault geometry (and associated seismogenic width), and rupture mode
(pulse-like vs. crack-like) being notable examples. However, this natural variability is accounted for within
the context of our model by allowing for a range of plausible stress drop values, which in turn allows for a
range in plausible rupture durations for earthquakes of a given magnitude. Further, this framework provides
a computationally efficient means of rigorously accounting for uncertainties in Pd-based magnitude esti-
mates and how they evolve with time and with different numbers of observations. For real-time calculations,
stations within the recording network will trigger at different times depending on the relative source-station
distances. At any given time, stations closer to the source will have recorded longer and hence have lower
magnitude uncertainties. This information could in principle be used in a Bayesian weighting scheme to
more accurately aggregate the real-time magnitude estimates from individual stations. Further research is
needed, however, to understand how best to ensure that these time-dependent uncertainties in earthquake

TRUGMAN ET AL. 7
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Figure 6. Magnitude M versus log peak displacement log10Pd and associated posterior uncertainties. Each panel shows a different measurement time window
length (TW), with values increasing from 1 (upper left) to 20 s (lower right). Individual records of log10Pd are corrected to 10-km epicentral distance and
marked as gray dots, and event-averaged log10Pd are marked with blue diamonds. Mean predictions from the likelihood function for each TW are marked with
solid red lines, and the saturation magnitude is marked with a gold star. The shaded regions correspond to posterior probability distributions P(M | log10Pd,TW)
for log10Pd values ranging from −1.5 to 1.0, with circular markers denoting endpoints of the 95% credibility interval. The calculations assume a
Gutenberg-Richter prior P(M) ∼ 10−M and N = 4 observations per event.

magnitude are fully propagated into the ground-motion prediction equations and resulting alert messages
produced by EEW systems.

Figure 7. Expected time evolution of the posterior magnitude estimates for
earthquakes of different sizes. The posterior probability distribution for
typical magnitude 5 (green), magnitude 6 (yellow), magnitude 7 (red), and
magnitude 8 (blue) earthquakes are displayed vertically as a function of
measurement time window, assuming N = 4 observations per event.

In our Bayesian formulation, the posterior distribution
P(M | log10Pd,TW) is to some degree sensitive to our prior assumptions
about the magnitude distribution P(M). In this study, we use a GR prior
P(M) ∼ 10−M , which is applicable to a wide range of contexts in seismol-
ogy and captures the underlying magnitude distribution of our data set.
Assuming a GR prior allows the posterior distribution to closely match
the underlying data, which has many more small earthquakes than large
ones. Indeed, the prior distribution provides the only constraint on the
posterior estimates at large magnitudes once the saturation point in
Pd has been exceeded (Figure 8). It should be noted, however, that the
using a GR prior has the effect of reducing the expected M for a given set
of Pd observations, relative to uniform prior P(M), where the posterior
distribution is directly proportional to the likelihood function. This may
be undesirable for certain uses of EEW in which an underestimate of M
is more consequential than an overestimate of comparable scale (e.g.,
Meier, 2017). However, in our view the objective of the EEW system
itself should be to provide an unbiased estimate of the posterior distri-
bution, rather than a biased one that employs an unrealistic uniform
magnitude prior.

TRUGMAN ET AL. 8
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Figure 8. Comparison of the likelihood function (blue curve) and posterior probability distribution (red curve) for a
fixed 3-s measurement time window TW. The left panel corresponds to log10Pd = −0.8 ± 0.2, which is below the
saturation point given by (4) for a 3-s TW, while the right panel corresponds to log10Pd = 0.0 ± 0.2, which is slightly
above the saturation point. The underlying magnitude histograms from our data set are shown for reference.

Pd-based magnitude estimates are an integral component of network EEW systems like ShakeAlert. Since
Pd gives a snapshot of the evolving magnitude, these magnitude estimates can be highly informative pro-
vided TW exceeds Trup. It may however be worth exploring further how best to process real-time seismic
datastreams in order to reliably compute Pd. For consistency with previous work, we measure Pd from
doubly integrated acceleration waveforms that have been filtered in the 0.075- to 3.0-Hz band. Visual exam-
ination of these derived displacement waveforms suggests that there may be significant artifacts inherent
to the double-integration process, particularly during dense aftershock sequences where long-period noise
and residual tilts in the accelerometer are not adequately removed by the application of high-pass filter at
0.075 Hz. A potential solution for more accurate estimates may be to incorporate geodetic data, which is cur-
rently being explored for the ShakeAlert system (Murray et al., 2018). While beyond the scope of this study,
the Bayesian framework we develop here should in principle be applicable to compute time-dependent
uncertainties in geodetic EEW systems, which can reliably measure the peak static and dynamic ground
displacement but issue significantly slower alerts due to their dependence on S waveform data. Alterna-
tively, EEW systems may be able to accurately forecast strong shaking from seismic data without requiring
accurate displacement measurements using methods that estimate the extent of the rupture, such as FinDer
(Böse et al., 2012), or by issuing alerts directly from observed ground motion without directly solving for
source properties (Hoshiba & Aoki, 2015).

The question of rupture determinism remains crucial to our understanding of earthquake rupture processes.
With the development and application of machine learning and other advanced statistical techniques, it is
possible that we may uncover hidden features of seismic or geodetic waveforms that are capable of producing
deterministic forecasts of earthquake magnitude using very limited snapshots of data. Our measurements
of Pd spanning a wide range of earthquake magnitudes do not appear to support rupture determinism, at
least in its strong form. Colombelli et al. (2014), for example, observe a slower initial growth in Pd for large
earthquakes, but as exemplified by Figure 6, this behavior would be difficult to discern in real time. A weaker
form of determinism in which the final earthquake size correlates with slip pulse behavior after several tens
of seconds (Goldberg et al., 2019; Melgar & Hayes, 2017) is quite plausible but remains beyond the resolution
of Pd measurements made from P waveforms alone. Careful analyses of near-source recordings that image
pulse-like rupture behavior may yield insight into the fundamental question of rupture determinism but
will have limited applicability to EEW systems as presently constructed. Until more scientific progress is
made in this realm, EEW systems like ShakeAlert that rely on P wave Pd measurements should operate
under a more cautious assumption of nondeterministic rupture and work to incorporate time-dependent
magnitude uncertainties into probabilistic shaking forecasts. The March 2011 M9 Tohoku-oki earthquake
provides a particularly sobering example in this regard. If one examines waveform amplitudes within a
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Figure 9. Comparison of the time evolution of peak displacement for the two largest earthquakes in our data set: the
2011 M9.0 Tohoku-oki and the 2003 M8.0 Tokachi-oki earthquakes. Distance-normalized Pd measurements from
individual records are plotted versus time on a log-log scale (thin black lines), with event averages overlain (thick red
lines). The Tohoku-oki earthquake (left) begins with weak initial growth in Pd in the first 4 s after onset before a stage
of rapid increase Pd. In contrast, the Tokachi-oki earthquake (right) exhibits a more consistent growth in Pd.

short time window following P wave onset, there is little hint that the earthquake will grow into one of
the largest in recorded history (Figure 9). While Tohoku-oki is well-known for its rapid moment release
(Chounet & Vallée, 2018; Minson et al., 2014), this does not become apparent in the displacement waveforms
until at least 4 s after onset, and indeed the normalized displacement amplitudes are significantly less than
those of the 2003 M8 Tokachi-oki event until much later in the rupture process. Whether this slow initial
growth is peculiar to the Tohoku-oki earthquake or is common for other great earthquakes remains an open
question. But it is an instructive reminder that the first few seconds of rupture may not determine the final
earthquake size.

5. Summary
We study the relation between P wave peak displacement Pd and magnitude M for a large data set of M4.5–9.0
earthquakes recorded by the Japanese K-NET and KiK-net strong-motion networks. The time evolution of
Pd for earthquakes in our data set suggests a universal pattern of initial growth that is inconsistent with
deterministic models of earthquake rupture. We demonstrate that there is a magnitude-dependent satura-
tion in the linear log10Pd-M relation assumed in many EEW systems that is well-explained by a simple,
nondeterministic model of earthquake rupture with constant rupture velocity. When combined with the
observation that within-event and between-event variability in log10Pd are normally distributed, this sat-
uration model provides a basis for a rapid, analytic Bayesian method for calculating uncertainties in the
displacement-based magnitude estimates that are central to many EEW systems.
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