1. Syntactic parameters and Dependence Problem

One of the main problems in the Principles and Parameters model of linguistics is the existence of dependencies between the syntactic parameters and the difficulty of identifying a set of independent variables. From a computational perspective, this can be seen as an instance of a more general kind of dimensionality reduction problem for a set of data.

2. Dimension Reduction Techniques

Principal Component Analysis is a widely used method for Dimension Reduction, [4]. There are many available implementations of Principal Component Analysis, such as the MLPACK machine learning package for C++, [1], see also the Principal Component Analysis and Self-Organizing Maps applet [6]. Methods for multidimensional data visualization and nonlinear dimension reduction [5] have also been developed in [3], and implemented in the ViDaExpert package [8]. The paper [2] presents a survey of several different methods of dimension reduction in data analysis.

3. Plan of the project

Using various possible dimensional reduction techniques and packages, analyze the syntactic parameter data across language families and within some individual families, and estimate the dimensionality (independent parameters) and possible manifold shapes of the parameter data. A database of syntactic parameters of the world languages is available at [7].
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