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The scientific results that I will present today are 
a product of the Planck Collaboration, including 

individuals from more than 100 scientific 
institutes in Europe, the USA and Canada   

Planck is a project of the European Space Agency, with instruments provided by two scientific Consortia funded by 
ESA member states (in particular the lead countries: France and Italy) with contributions from NASA (USA), and 

telescope reflectors provided in a collaboration between ESA and a scientific Consortium led and funded by 
Denmark. 
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Planck Likelihood is 
a strong compression of  the data 

a statistical description of the data 
an approximation

Low-l High-l



Hybrid Approximation

• Low-l (l<30) 
• TT only likelihood (Commander samples). As in 2013 

• EE only, HFI based likelihood. Updated from Intermediate Paper XLVI (2016) 
• Was before TEB LFI based likelihood (also updated) 

• High-l (l≥30) 
• Same approach as 2015 
• Important improvements in Polarisation 

• Alternative products for each part (cross validation, or exploration of 
different approximation and data selections) 
• Low-l TEB, based on LFI data + Commander T map 

• Alternative high-l likelihood (Camspec)Foreground and nuisance marginalised High-l 
likelihood (Pliklite)



Low-l TT
• Low-l joint bayesian exploration of CMB and Foregrounds (Commander) 

• reuse the CMB only posteriors to approximate a FG marginalised likelihood 

• Very close to 2013 and 2015 BUT 
• Use less data (no external data set, no single detector maps) 

• Simpler model 

• Slightly larger mask (2018: 86%, 2015: 94%)

low-l deficit identical to 2015 



Low-l HFI Polarization

• Residual systematics at low-l prevents us from 
implementing a pixel based likelihood 

• Cross QML spectra 100x143 on 50% of the sky 
• Use latest SRoll maps 

• Galaxy cleaned using 30 GHz and 353 GHz maps 

• Likelihood computes the Data QML spectra 
using the FFP10 End2End simulations 
• 300 noise & systematics simulations on the same 

sky realization 

• Swap sky realization after the fact (ok at large 
scale)

100x143 data

Scatter in FFP10 
simulations

Large scale extra scatter understood  
as second order systematics residuals (ADCNL)



Likelihood details
• Sample Cosmology 

• For each model, explore instrument and cosmic variance 1000 CMB 300 noise 
• Measure data probability at each multipole

• Interpolate probability for each  multipole and model as a function of the 
Cl of the model 

• Likelihood is the product of those interpolations

• Ignore l to l correlations and TT-EE, TT-TE, TE-EE correlations 

• Covariance entirely determined by sims



no TE
• TE null test (using 3 different data selection cuts) are consistently low 

• Driven by the higher ells

HMHM DS OE

• Nota: In the TE simulation, no propagation of component separation residual. 
Taken into account with 2muK extra white noise. 

• TE-TT and TE-EE correlation would need to be taken into account to 
include TE.



Consistency and Constraints

• 0.5𝜎 downward shift compared to XLVI 
• Effect of the 1000 discarded rings 

• Improvement in synchrotron correction 

• FFP10 has larger scatter than XLVI sims and 
pushes tau down 

• Overall limitations of 2018 low-l 

• Dependency on simulations 
• fidelity 
• correlations 

• ADCNL residual (coupling with FG)  
• large scatter for the first 2 modes 

• constraint relies heavily on l=4 and l=5

Influence of l=5 high multipole 
Around 1.6𝜎 (full range) 

Good compatibility with LFI and WMAP data  
Also tested : masks, data selection nulls, synchrotron 

cleaning…



• Numerous other improvements over 2015 

• TT almost identical to 2015 

• TT, TE and EE are now retained for cosmology 
• Better temperature-to-polarisation leakage correction 

• Better determination of polarisation efficiencies

• Similar approach than 2013 and 2015 
• Gaussian approximation with semi analytic covariance 

estimate 
• 100 to 217 GHz Data used  

• LFI and HFI high frequencies for galactic contamination templates 

• Sky Masks and selection cuts to avoid large FG 
contamination and low S/N 
• Same as 2015 

• Half-mission cross spectra to avoid noise biases 
• Spectrum based templates for FG & nuisance corrections 

• Extra nuisance parameter for most of them 
• Keep cross frequency spectra in the data vector

Planck Collaboration: Planck legacy likelihoods

Fig. 32. † lifted from 2015. Plots to be redone with final covs †The relative weights of each frequency cross-spectrum in the TT
(top), TE (middle) and EE (bottom) best-fit solution. Sharp jumps are due to the multipole selection. Weights are normalized to sum
to one. the figure is very similar to the 2015 one, small di↵erences are the result of refinements in the foreground and systematics
model.

a FWHM of 10 degrees and then added in quadrature to make
a P map. This P map is thresholded, and the result is smoothed
with a Gaussian with a FWHM of 5 degrees. The thresholding
and smoothing is repeated four times so as to avoid disconnected
regions in the mask. A comparison of the C50 and Pxx masks is
shown fig. 31.

3.2.3. beams

The response of the integrated optics, electronics, and most im-
portantly data processing system is encoded in the so-called
scanning beams. E↵ective beam models are built by fitting spline
functions to the planet transits (Planck Collaboration VIII 2016).
Those models needs to be convolved by the complex scanning
strategy of Planck, and combined according to the map and cross
spectra weightings to estimate the beam matrices that relates the
estimated pseudo-C` spectra with the sky spectra (Hivon et al.
2017).

Retaining the terminology used in 2013 and 2015, we call
the diagonal part of those matrices the e↵ective beam, and cor-
rect our pseudo spectra with this transfer function. The non-
diagonal terms of the matrix is treated as leakages, and cor-
rected for in the model vector. This correction, as well as the
related subpixel e↵ect are discussed in sec. 3.3.5. As is explained
in Planck Collaboration XI (2016); Hivon et al. (2017), because
of the complex scanning strategy, beam matrices and e↵ective
beams depends on the details of the masks, and the e↵ective
beams for cross-spectra are a priori di↵erent from the geometri-
cal average of the auto-spectra ones.

While in 2013 we ignored mask e↵ects in the beams, and in
2015, we targeted our computation for an average sky fraction,
e↵ective beams in this release are optimized for the maps used
in the likelihood. In the range of scale we retain for cosmology,
this a↵ects mainly the 143 ⇥ 143 spectrum, with a correction at
` = 2000 of order < 0.7% in EE, < 0.5% in TE and < 0.2% in
TT.

3.2.4. Multipole range

We retain the approach followed in 2015 and use similar multi-
pole range cuts, discarding scales where either the S/N ratio is
too low, the galactic contamination is too high, or scale where we
identify possible systematics. Table 13 summarize our choices.

Of interest, is the low maximum multipole we retain at 100⇥
100 TT (` = 1197). In 2015, we used this value which is low
given to the expected S/N of this spectrum. The rationale for

this low value was to allow for easier comparison with the detset
based likelihood whose correlated noise correction was di�cult
to establish at higher `. As discussed in sec. 3.2, we have signs
of failure of the OEHM null test at similar scales, and we retain
the 2015 low value.

Note also that we do not change the choices made in 2015 for
polarization, cutting out all multipoles higher than ` = 1000 for
cross spectra involving the 100 GHz data, to account for the high
level of noise, and ignore all multipoles below ` = 500 for cross
spectra involving the 217 GHz map, owing to the di�culties in
modeling the dust contamination.

Table 13. Multipole cuts for the temperature and polarization
spectra at high `.

Multipole
Frequency [GHz] range

TT

100 ⇥ 100 . . 30–1197
143 ⇥ 143 . . 30–1996
143 ⇥ 217 . . 30–2508
217 ⇥ 217 . . 30–2508

TE & EE

100 ⇥ 100 . . 30–999
100 ⇥ 143 . . 30–999
100 ⇥ 217 . . 505–999
143 ⇥ 143 . . 30–1996
143 ⇥ 217 . . 505–1996
217 ⇥ 217 . . 505–1996

Given the masks, level of foreground contaminations, beams
and scale ranges, it is di�cult to form an intuition of the dom-
inant frequency for each multipole bin. Figure 32 presents the
weights of each cross spectra. Note however that howing to its
high contribution, and the fact that it’s the only spectrum were
we retain the full `-range, the 143⇥143 cross spectra have a par-
ticular importance for cosmological parameters in EE and TE.
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Planck Collaboration: Planck legacy likelihoods

3. High-`

Similarily to previous releases, at multipoles greater than 30
(` > 29), we will use a di↵erent likelihood function approxima-
tion, based on pseudo-C`s calculated from a selection of Planck
HFI channels data. In fact, the Legacy release high-ell likelihood
approach is very similar to the one used in the 2015 released one
and described in great detail in Planck Collaboration XI (2016).

We have however implemented several important improve-
ments. In particular, the new beam leakage correction (described
sec. 3.2.6), a better galactic contamination correction (sec. 3.2.3,
as well as the use of the reprocessed HFI data described in
Planck Collaboration III (2017) allows us to recommand the use
of the polarized part of the data (specifically TE and EE spectra)
for cosmological applications.

The following sections will quickly remind the reader of
the methodology adopted (sec. 3.1)), describe and validate our
data cut choices (sec. 3.2.1), highlighting the di↵erences with
the 2015 data. The foreground model, similar to the 2015 one,
is exposed sec. 3.2.2, while the improved galactic model is de-
scribed in his own section 3.2.3. Similarily, the part of the intru-
ment model similar to 2015 are summarized in sec. 3.2.4, and
sec. 3.2.6 will be devoted to the improvements in beam leak-
age model, using the results from Hivon et al. (2017). Finally,
the main likelihood products, as well as its derivative, the fore-
ground marginalized one, are described in sec. 3.3. Validation of
the high-` likelihood, including tests on End-to-End simulation,
is described later in this article, sec. 5.

3.1. Methodology

We do not depart for the general approach retained in 2013
and 2015, and base the 2017 high-` likelihood approxima-
tion on the 3 cleanest Planck HFI channels, the 100 GHz,
143 GHz, and 217 GHz. This channels have both the low-
est galactic contamination and the best resolution and sensi-
tivity. The CMB distribution being essentially gaussian, most
of the cosmological information is contained in the cross
spectra of Planck temperature and polarization data maps. In
the ideal case, the statistical properties of those spectra are
well known, and correspond to the inverse Wishart distribu-
tion. However, the anisotropic properties of the data noise,
galactic foreground contaminant, as well the masks applied
to the data to discard regions of strong foreground emis-
sion (galactic equator, strong, extragalaxctic point sources...),
modify those properties and force us to adopt an approxi-
mated distribution. As we discussed in Planck Collaboration XV
(2014); Planck Collaboration XI (2016), and following stud-
ies performed in (Hamimeche & Lewis 2008; Elsner & Wandelt
2012), at high enough multipole, a correlated Gaussian distribu-
tion provides a good enough approximation:

� lnL(Ĉ|C(✓)) =
1
2

h
Ĉ � C(✓)

iT
C�1
h
Ĉ � C(✓)

i
+ const , (18)

where Ĉ is the data vector, C(✓) is the model with parameters
✓, and C is the covariance matrix. In order to account for the
di↵erent foreground emissions at di↵erent frequencies, the data
vector (and corresponding data model) will contain all relevant
cross frequency spectra. This will also allow us to assess the
interfrequency coherence of our dataset.

This gaussian shape, suggested by the central limit theorem,
performs reasonably well, even down to 29 < ` < 100 where the
symetrization of the distribution shape it enforces translate into
very low level of biases, as discussed in Planckplanck2014-a13.

The covariance matrix C encodes the expected correlations
between the CMB temperature and polarization seen by di↵er-
ent channels, as well as the e↵ect of the di↵erent non ideali-
ties listed above. For the small excursion around the cosmo-
logical model that the strong constraining power of the Planck
dataset enables, the theoretical correlation between the TT, TE
and EE spectra that this matrix encodes can be computed us-
ing a fiducial model (containing the CMB and the di↵erent fre-
quency dependant foreground emissions) (Hamimeche & Lewis
2008). Corrections to account for masks and anisotropic noise
are described in great details in Planck Collaboration XI (2016).
In particular, large scale masks (mainly covering the galac-
tic emission) will be treated following the MASTER approach
(Hivon et al. 2002), while we correct the covariance matrix to
account for the e↵ect of point source masks using a Monte-Carlo
based estimation Planck Collaboration XI (2016). The e↵ect of
noise anisotropy induced by the pointing strategy is treated by a
heuristic approximation described in Planck Collaboration XV
(2014) and extended to polarization in Planck Collaboration XI
(2016). Following the tests performed on realistic simulations
in Planck Collaboration XI (2016), we will ignore the small ef-
fects due to galactic contaminations, owing to the low level of its
contribution in our masked maps, and treat all of our foreground
sources as gaussian.

The following section will further describe the selection cuts
applied on the Planck data to construct our data vector, as well
as the content of the model.

3.2. Data selection and model

Some nice intro here.

3.2.1. Data

cuts selection Similarily to previous works and most analysis
in CMB, we estimate the spectra of our CMB maps at di↵er-
ent frequencies using cross spectra between di↵erent data cuts.
The rationale for this choice, which reduces the amount of avail-
able information, is to avoid having to model the details of the
noise spectrum that biases maps autospectra. Nevertheless, noise
contribution must be modeled to build covariance matrices, but
as advocated in Planck Collaboration XV (2014), small errors in
this model at the level of the covariance matrix a↵ect much less
cosmological constraint than an error at the level of the spectra.
Detailed model of the noise is given in sec. 3.2.5.

In the 2 previous releases, we used 2 di↵erent data cuts to
build the cross spectra. In 2013, we used the cross spectra be-
tween di↵erent bolometers and DetSets (assemblies of polarised
detectors). This choice discard only a small amount of data. We
also investigated di↵erent data cuts, and in particular the so-
called half-ring (HR) data cut which propose to build maps using
only the first half or the second half of the pointing period. This
data cut was not used for likelihood purposes, as we showed,
(Planck Collaboration VI 2014; Planck Collaboration III 2017)
that the HR maps where correlated as a results of the di↵erent
steps of the data processing and in particular the glitch mitiga-
tion ones . The HR cross spectra (and specifically the di↵erence
between HR maps) were nevertheless used as a first estimate of
the noise level to build the covariance matrix.

In 2015, we showed that the new low level processing
had increased the amount of cross detectors correlations to a
level that could bias our cosmological contraints. An empirical,
data inspired, correction seemed to correct partially the e↵ect.
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High-l
• Similar approach than 2013 and 2015 

• Gaussian approximation with semi analytic covariance 
estimate 

• 100 to 217 GHz Data used  
• LFI and HFI high frequencies for galactic contamination templates 

• Sky Masks and selection cuts to avoid large FG 
contamination and low S/N 
• Same as 2015 

• Half-mission cross spectra to avoid noise biases 
• Spectrum based templates for FG & nuisance corrections 

• Extra nuisance parameter for most of them 
• Keep cross frequency spectra in the data vector

• Numerous other improvements over 2015 

• TT almost identical to 2015 

• TT, TE and EE are now retained for cosmology 
• Better temperature-to-polarisation leakage correction 

• Better determination of polarisation efficiencies

Planck Collaboration: Planck legacy likelihoods

Fig. 32. † lifted from 2015. Plots to be redone with final covs †The relative weights of each frequency cross-spectrum in the TT
(top), TE (middle) and EE (bottom) best-fit solution. Sharp jumps are due to the multipole selection. Weights are normalized to sum
to one. the figure is very similar to the 2015 one, small di↵erences are the result of refinements in the foreground and systematics
model.

a FWHM of 10 degrees and then added in quadrature to make
a P map. This P map is thresholded, and the result is smoothed
with a Gaussian with a FWHM of 5 degrees. The thresholding
and smoothing is repeated four times so as to avoid disconnected
regions in the mask. A comparison of the C50 and Pxx masks is
shown fig. 31.

3.2.3. beams

The response of the integrated optics, electronics, and most im-
portantly data processing system is encoded in the so-called
scanning beams. E↵ective beam models are built by fitting spline
functions to the planet transits (Planck Collaboration VIII 2016).
Those models needs to be convolved by the complex scanning
strategy of Planck, and combined according to the map and cross
spectra weightings to estimate the beam matrices that relates the
estimated pseudo-C` spectra with the sky spectra (Hivon et al.
2017).

Retaining the terminology used in 2013 and 2015, we call
the diagonal part of those matrices the e↵ective beam, and cor-
rect our pseudo spectra with this transfer function. The non-
diagonal terms of the matrix is treated as leakages, and cor-
rected for in the model vector. This correction, as well as the
related subpixel e↵ect are discussed in sec. 3.3.5. As is explained
in Planck Collaboration XI (2016); Hivon et al. (2017), because
of the complex scanning strategy, beam matrices and e↵ective
beams depends on the details of the masks, and the e↵ective
beams for cross-spectra are a priori di↵erent from the geometri-
cal average of the auto-spectra ones.

While in 2013 we ignored mask e↵ects in the beams, and in
2015, we targeted our computation for an average sky fraction,
e↵ective beams in this release are optimized for the maps used
in the likelihood. In the range of scale we retain for cosmology,
this a↵ects mainly the 143 ⇥ 143 spectrum, with a correction at
` = 2000 of order < 0.7% in EE, < 0.5% in TE and < 0.2% in
TT.

3.2.4. Multipole range

We retain the approach followed in 2015 and use similar multi-
pole range cuts, discarding scales where either the S/N ratio is
too low, the galactic contamination is too high, or scale where we
identify possible systematics. Table 13 summarize our choices.

Of interest, is the low maximum multipole we retain at 100⇥
100 TT (` = 1197). In 2015, we used this value which is low
given to the expected S/N of this spectrum. The rationale for

this low value was to allow for easier comparison with the detset
based likelihood whose correlated noise correction was di�cult
to establish at higher `. As discussed in sec. 3.2, we have signs
of failure of the OEHM null test at similar scales, and we retain
the 2015 low value.

Note also that we do not change the choices made in 2015 for
polarization, cutting out all multipoles higher than ` = 1000 for
cross spectra involving the 100 GHz data, to account for the high
level of noise, and ignore all multipoles below ` = 500 for cross
spectra involving the 217 GHz map, owing to the di�culties in
modeling the dust contamination.

Table 13. Multipole cuts for the temperature and polarization
spectra at high `.

Multipole
Frequency [GHz] range

TT

100 ⇥ 100 . . 30–1197
143 ⇥ 143 . . 30–1996
143 ⇥ 217 . . 30–2508
217 ⇥ 217 . . 30–2508

TE & EE

100 ⇥ 100 . . 30–999
100 ⇥ 143 . . 30–999
100 ⇥ 217 . . 505–999
143 ⇥ 143 . . 30–1996
143 ⇥ 217 . . 505–1996
217 ⇥ 217 . . 505–1996

Given the masks, level of foreground contaminations, beams
and scale ranges, it is di�cult to form an intuition of the dom-
inant frequency for each multipole bin. Figure 32 presents the
weights of each cross spectra. Note however that howing to its
high contribution, and the fact that it’s the only spectrum were
we retain the full `-range, the 143⇥143 cross spectra have a par-
ticular importance for cosmological parameters in EE and TE.
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High-l
• Similar approach than 2013 and 2015 

• Gaussian approximation with semi analytic covariance 
estimate 

• 100 to 217 GHz Data used  
• LFI and HFI high frequencies for galactic contamination templates 

• Sky Masks and selection cuts to avoid large FG 
contamination and low S/N 
• Same as 2015 

• Half-mission cross spectra to avoid noise biases 
• Spectrum based templates for FG & nuisance corrections 

• Extra nuisance parameter for most of them 
• Keep cross frequency spectra in the data vector

• Numerous other improvements over 2015 

• TT almost identical to 2015 

• TT, TE and EE are now retained for cosmology 
• Better temperature-to-polarisation leakage correction 

• Better determination of polarisation efficiencies

Planck Collaboration: Planck legacy likelihoods

3. High-`

Similarily to previous releases, at multipoles greater than 30
(` > 29), we will use a di↵erent likelihood function approxima-
tion, based on pseudo-C`s calculated from a selection of Planck
HFI channels data. In fact, the Legacy release high-ell likelihood
approach is very similar to the one used in the 2015 released one
and described in great detail in Planck Collaboration XI (2016).

We have however implemented several important improve-
ments. In particular, the new beam leakage correction (described
sec. 3.2.6), a better galactic contamination correction (sec. 3.2.3,
as well as the use of the reprocessed HFI data described in
Planck Collaboration III (2017) allows us to recommand the use
of the polarized part of the data (specifically TE and EE spectra)
for cosmological applications.

The following sections will quickly remind the reader of
the methodology adopted (sec. 3.1)), describe and validate our
data cut choices (sec. 3.2.1), highlighting the di↵erences with
the 2015 data. The foreground model, similar to the 2015 one,
is exposed sec. 3.2.2, while the improved galactic model is de-
scribed in his own section 3.2.3. Similarily, the part of the intru-
ment model similar to 2015 are summarized in sec. 3.2.4, and
sec. 3.2.6 will be devoted to the improvements in beam leak-
age model, using the results from Hivon et al. (2017). Finally,
the main likelihood products, as well as its derivative, the fore-
ground marginalized one, are described in sec. 3.3. Validation of
the high-` likelihood, including tests on End-to-End simulation,
is described later in this article, sec. 5.

3.1. Methodology

We do not depart for the general approach retained in 2013
and 2015, and base the 2017 high-` likelihood approxima-
tion on the 3 cleanest Planck HFI channels, the 100 GHz,
143 GHz, and 217 GHz. This channels have both the low-
est galactic contamination and the best resolution and sensi-
tivity. The CMB distribution being essentially gaussian, most
of the cosmological information is contained in the cross
spectra of Planck temperature and polarization data maps. In
the ideal case, the statistical properties of those spectra are
well known, and correspond to the inverse Wishart distribu-
tion. However, the anisotropic properties of the data noise,
galactic foreground contaminant, as well the masks applied
to the data to discard regions of strong foreground emis-
sion (galactic equator, strong, extragalaxctic point sources...),
modify those properties and force us to adopt an approxi-
mated distribution. As we discussed in Planck Collaboration XV
(2014); Planck Collaboration XI (2016), and following stud-
ies performed in (Hamimeche & Lewis 2008; Elsner & Wandelt
2012), at high enough multipole, a correlated Gaussian distribu-
tion provides a good enough approximation:

� lnL(Ĉ|C(✓)) =
1
2

h
Ĉ � C(✓)

iT
C�1
h
Ĉ � C(✓)

i
+ const , (18)

where Ĉ is the data vector, C(✓) is the model with parameters
✓, and C is the covariance matrix. In order to account for the
di↵erent foreground emissions at di↵erent frequencies, the data
vector (and corresponding data model) will contain all relevant
cross frequency spectra. This will also allow us to assess the
interfrequency coherence of our dataset.

This gaussian shape, suggested by the central limit theorem,
performs reasonably well, even down to 29 < ` < 100 where the
symetrization of the distribution shape it enforces translate into
very low level of biases, as discussed in Planckplanck2014-a13.

The covariance matrix C encodes the expected correlations
between the CMB temperature and polarization seen by di↵er-
ent channels, as well as the e↵ect of the di↵erent non ideali-
ties listed above. For the small excursion around the cosmo-
logical model that the strong constraining power of the Planck
dataset enables, the theoretical correlation between the TT, TE
and EE spectra that this matrix encodes can be computed us-
ing a fiducial model (containing the CMB and the di↵erent fre-
quency dependant foreground emissions) (Hamimeche & Lewis
2008). Corrections to account for masks and anisotropic noise
are described in great details in Planck Collaboration XI (2016).
In particular, large scale masks (mainly covering the galac-
tic emission) will be treated following the MASTER approach
(Hivon et al. 2002), while we correct the covariance matrix to
account for the e↵ect of point source masks using a Monte-Carlo
based estimation Planck Collaboration XI (2016). The e↵ect of
noise anisotropy induced by the pointing strategy is treated by a
heuristic approximation described in Planck Collaboration XV
(2014) and extended to polarization in Planck Collaboration XI
(2016). Following the tests performed on realistic simulations
in Planck Collaboration XI (2016), we will ignore the small ef-
fects due to galactic contaminations, owing to the low level of its
contribution in our masked maps, and treat all of our foreground
sources as gaussian.

The following section will further describe the selection cuts
applied on the Planck data to construct our data vector, as well
as the content of the model.

3.2. Data selection and model

Some nice intro here.

3.2.1. Data

cuts selection Similarily to previous works and most analysis
in CMB, we estimate the spectra of our CMB maps at di↵er-
ent frequencies using cross spectra between di↵erent data cuts.
The rationale for this choice, which reduces the amount of avail-
able information, is to avoid having to model the details of the
noise spectrum that biases maps autospectra. Nevertheless, noise
contribution must be modeled to build covariance matrices, but
as advocated in Planck Collaboration XV (2014), small errors in
this model at the level of the covariance matrix a↵ect much less
cosmological constraint than an error at the level of the spectra.
Detailed model of the noise is given in sec. 3.2.5.

In the 2 previous releases, we used 2 di↵erent data cuts to
build the cross spectra. In 2013, we used the cross spectra be-
tween di↵erent bolometers and DetSets (assemblies of polarised
detectors). This choice discard only a small amount of data. We
also investigated di↵erent data cuts, and in particular the so-
called half-ring (HR) data cut which propose to build maps using
only the first half or the second half of the pointing period. This
data cut was not used for likelihood purposes, as we showed,
(Planck Collaboration VI 2014; Planck Collaboration III 2017)
that the HR maps where correlated as a results of the di↵erent
steps of the data processing and in particular the glitch mitiga-
tion ones . The HR cross spectra (and specifically the di↵erence
between HR maps) were nevertheless used as a first estimate of
the noise level to build the covariance matrix.

In 2015, we showed that the new low level processing
had increased the amount of cross detectors correlations to a
level that could bias our cosmological contraints. An empirical,
data inspired, correction seemed to correct partially the e↵ect.
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• Numerous improvements over 2015 
• New maps, Fg and systematics model improvements 

• TT almost identical to 2015 
• TT, TE and EE are now retained for cosmology 

• Better temperature-to-polarisation leakage correction 
• Better determination of polarisation efficiencies

High-l
• Similar approach than 2013 and 2015 

• Gaussian approximation with semi analytic covariance 
estimate 

• 100 to 217 GHz Data used  
• LFI and HFI high frequencies for galactic contamination templates 

• Sky Masks and selection cuts to avoid large FG 
contamination and low S/N 
• Same as 2015 

• Half-mission cross spectra to avoid noise biases 
• Spectrum based templates for FG & nuisance corrections 

• Extra nuisance parameter for most of them 
• Keep cross frequency spectra in the data vector

0.022 0.023

⌦bh2

0.0

0.5

1.0

P
/P

m
ax

0.112 0.120 0.128

⌦ch2

1.040 1.042

100✓MC

0.03 0.06 0.09 0.12 0.15

⌧

3.00 3.06 3.12 3.18

ln(1010As)

0.0

0.5

1.0

P
/P

m
ax

0.96 0.99

ns

64 66 68 70

H0

0.775 0.825 0.875

�8

Planck TT+lowP (2015) Planck TT+lowE (2018)

2015 
(2018 low-l)

2015 
(2015 low-l)

2018

Largest  difference between 2015 and 2018 TT



High-l
• Similar approach than 2013 and 2015 

• Gaussian approximation with semi analytic covariance 
estimate 

• 100 to 217 GHz Data used  
• LFI and HFI high frequencies for galactic contamination templates 

• Sky Masks and selection cuts to avoid large FG 
contamination and low S/N 
• Same as 2015 

• Half-mission cross spectra to avoid noise biases 
• Spectrum based templates for FG & nuisance corrections 

• Extra nuisance parameter for most of them 
• Keep cross frequency spectra in the data vector

• Numerous improvements over 2015 
• New maps, Fg and systematics model improvements 

• TT almost identical to 2015 
• TT, TE and EE are now retained for cosmology 

• Better temperature-to-polarisation leakage correction 
• Better determination of polarisation efficiencies



High-l Polarization
• Important improvement over 2015 

• Beam leakage correction 

• Polarization efficiency corrections 

• Other changes 
• Dust model 

• Subpixel and EE correlated noise 

• Map making improvement translate to lower effective noise level in 143GHz 
and tighter error bars 
• worsen a bit 𝜒2 compared to 2015, even though inter-frequency agreement have 

increased significantly 

• Interfrequency disagreement was reason for not using 2015 Polarization 
• Now good enough for cosmology at 𝜇K2 precision, with up to 1𝜎 shifts compared to 2015 

• Some caveats at <0.5𝜎(on TTTEEE)

Planck Collaboration: Planck 2018 results. HFI DPC.

Table 3: Foreground colour-correction coe�cients extracted from the Explanatory Supplement, expressed for dust and free-free
as e↵ective frequencies. The dust colour corrections are for modified blackbody SEDs with: T = 18 K and �= 1.6; T = 17 K and
�= 1.5; and T = 21 K and �= 1.48. Numbers have been rounded up to take into account systematic e↵ects that by far dominate the
statistical uncertainties.

CO

Frequency Dust F12CO F13CO Free-free Unit conversion

[GHz] ⌫dust1 ⌫dust2 ⌫dust3 [µKCMB /(KRJ km s�1)] [µKCMB /(KRJ km s�1)] (spectral index 0) [MJy sr�1 K�1
CMB]

100 . . . . . . . . . . . 104.6 104.7 104.6 14.78 15.55 101.307 244.1
143 . . . . . . . . . . . 147.2 147.4 147.3 4.7 ⇥ 10�4 1.8 ⇥ 10�5 142.709 371.7
217 . . . . . . . . . . . 227.6 227.8 227.7 45.85 35.37 221.914 483.7
353 . . . . . . . . . . . 369.2 369.6 369.5 175.1 117.1 361.289 287.5

�

Fig. 10: Top: the blue curve shows the di↵erence between
143hm1⇥143hm2 cross-spectra between the 2015 (destriped at
Nside = 512) and 2018 (destriped at Nside = 2048) data. The red
curve shows the di↵erence between the 2015 solution destripped
at Nside = 512 and at Nside = 2048. The green curve shows the im-
provement brought to the 2015 data by the use of the better 2018
gain solution keeping the destriping at Nside = 512. Bottom: as-
sociated level of improvement of the variance ratio between the
destriped 2015 data at Nside = 512 and Nside = 2048.

erate with other systematic e↵ects (LowEll2016). The global
correction map for leakage at 353 GHz, which was neverthe-
less made available with the 2015 data release, were the asso-
ciated dust correction maps that can be found in figure 19 of
HFImaps2015. This correction was overestimated, due to the de-
generacy with the ADCNL systematic e↵ect.

The correction of the leakage was first carried out in
LowEll2016, which reduced it enough to allow the measurement
of the reionization optical depth ⌧ from the EE reionization peak
at ` < 10. Section 5.10.3 describes this correction and the further
improvements, including the measurements of the polarization
e�ciency from the sky data.

Di↵erences between the HFI 2018 maps and the 2015 ones
are shown in Fig. 11, specifically plotting the (2015� 2018) dif-
ference maps in I, Q, and U.
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-0.050 0.05 MJy sr−1

Fig. 11: Di↵erence between the HFI 2015 and 2018 maps.
Frequencies (100 to 857 GHz) are in rows, while Stokes param-
eters (I, Q, and U) are in columns.

Of course, these di↵erences do not directly show evidence
for a reduction of the systematics level in 2018. It is only after
discussion based on simulations of the improvement mentioned
above (and further work presented in Sects. 3.2.1 and 3.2.2), that
we can demonstrate that the di↵erences are mostly due to a de-
crease of systematic residuals in the 2018 release.

In regions of strong Galactic signal (the Galactic ridge and
molecular clouds above and below the Galactic disc), we can use
the behaviour of the di↵erences between 100, 143, and 217 GHz
maps to disentangle the contribution to the bandpass leakage due
to dust increasing monotonically over these frequencies from the
leakage due to CO lines decreasing from 100 to 143 GHz, where
there is no CO line. The 143-GHz map is smoother then the 100-
GHz one outside the Galactic disk, indicative of a dominance of
dust in the more di↵use ISM, with only a patchy distribution of
CO seen only at 100 GHz (Sect. 5.12.3). Finally, we recommend
that users of the 2018 data, mask CO in the high latitude sky for
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to dust increasing monotonically over these frequencies from the
leakage due to CO lines decreasing from 100 to 143 GHz, where
there is no CO line. The 143-GHz map is smoother then the 100-
GHz one outside the Galactic disk, indicative of a dominance of
dust in the more di↵use ISM, with only a patchy distribution of
CO seen only at 100 GHz (Sect. 5.12.3). Finally, we recommend
that users of the 2018 data, mask CO in the high latitude sky for

13

Difference between 2015 and 2015 EE spectrum  
using different map making parameters
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Improved inter frequency agreement in TE due to beam leakage correction 
𝛥𝜒2 ~ 37 on TE , 𝛥𝜒2 <1 in EE

Polarization maps are built using difference between PSB 
No Beam deconvolution at the map making step 

Differences in beams between detectors means T->E leakage 
(at spectrum level, dominant effect is TT->TE and TE->EE)

Given Beam and scanning strategy knowledge one can 
evaluate the amplitude of leakage and correct at the 

spectrum level (Hivon et al 2017, Quickpol)
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2015-2018 coadded correction induce up to 1𝜎 parameter shifts  

d(r,↵) = B(r)⌦[T (r) + ⇢(Q(r) cos 2↵+ U(r) sin 2↵)]
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Polarization efficiency corrections

• Estimation of polarisation efficiency correction on dust 
for the 353 GHz shows percent level errors 
• Ground based (statistical) errors are 10 times smaller

d(r,↵) = B(r)⌦ [T (r) + ⇢(Q(r) cos 2↵+ U(r) sin 2↵)]

Planck Collaboration: Planck 2018 results. HFI DPC.

included in the present data processing. We note that, at least
for the PSBs, this is within the stated systematic uncertainty of
Rosset et al. (2010), and thus consistent with the pre-launch cal-
ibrations.

5.10.3. Polarization angle and polarization efficiency

Polarization e�ciency error induces a leakage from EE into BB
that is proportional to ⇢2. Simulations of the leakage induced by
the errors on the polarization angles are discussed in Rosset et al.
(2010), but these did not include foregrounds. The relevant fig-
ures, available in the Explanatory Supplement, show that the an-
gle error a↵ects the EE power spectra at a level of 3 ⇥ 10�5 µK2

on the reionization peak at ` = 4.
In the previous section, we have shown that the ground-

measured angles used in the data analysis are coherent with the
IRAM measurement of the Crab Nebula within 0.3�. The inter-
nal HFI T B and EB data gives the same upper limit. This leads to
negligible leakage from E to B. Levels of leakage from intensity
to polarization, due to gain mismatch between detectors, are also
negligible, as shown by the quality of the intra-frequency cali-
bration. Finally, the polarization e�ciency of each detector has
been measured on the ground to be between 0.85 and 0.95, with a
statistical error of 0.3 % and not much better than 1 % when sys-
tematic e↵ects are considered. This polarization e�ciencies
are integrated into the mapmaking. The polar e�ciency residual
induces a gain error in E and a leakage to B that is negligible.

While the e↵ects listed so far are negligible, we still
need to check the relative accuracy of the polarization e�-
ciency between bolometers. We build single-bolometer maps
(see Sect. 3.1.2), from which we can remove the appropriate
bandpass leakage before building the coadded frequency-band
maps (see Sect. 2.2.1). It is then possible to find the residual
polarization e�ciency error with respect to ground measure-
ments for each detector within that frequency band. Figure 35
shows the residual polarization e�ciency values from the data
with respect to those measured on the ground. For the 353-GHz
PSBs, these residuals could be measured on the strong dust po-
larized signal , reaching up to 2.5 %, and with a 1.2% rms.
This is significantly larger than the statistical uncertainties for
the ground measurements but close to the estimates which in-
clude the systematic e↵ects (Rosset et al. 2010).

Residual values are plotted in Fig. 35 as red points for
the case without SWBs and as blue points when including the
SWBs. The figure shows in a spectacular way the large rela-
tive uncertainties in the low polarization e�ciency of the SWBs.
This shows that there is a residual systematic e↵ect on the polar-
ization e�ciency for PSBs. This residual is comparable to what
has been measured on the ground and used in the mapmaking for
the SWBs. We thus decided to make public two products for the
353-GHz intensity maps, namely those with and without SWBs.

We want to estimate the e↵ect of the uncertainties in the
polarization e�ciency demonstrated above (even though these
residuals were not included in the processing). To do so, we use
two sets of E2E simulations: one without errors in the polariza-
tion e�ciency, and the other one with a spread in polarization
e�ciency representative of the error between detectors within
one frequency band. We build cross-spectra between two halves
of each set and di↵erence those cross-spectra. This is done for
three values of the rms of the spread in e�ciencies, 0.5, 1, and
2 %, to model in a conservative way the errors in the simula-
tions (nominally 0.5 % for the PSBs, but showing a larger dis-
persion in Fig. 35). We test our two main data splits, i.e., rings
and half-mission maps. Figure 36 displays the relative variance

Fig. 35: Relative polarization e�ciency with respect to ground-
based measurements, extracted from SRoll single-bolometer
maps for the 353-GHz bolometers. The bottom panel is an en-
largement of part of the top one. It shows the small polariza-
tion e�ciency di↵erence with respect to ground-based measure-
ments when used with (in blue) the SWBs and without (in red)
the SWBs.

within logarithmic bins in the di↵erence of the cross-spectra of
the two simulations. The impact is smaller than the noise for

Fig. 36: Simulation, at 143 GHz, of the polarization e�ciency
error propagated to power spectra. Specifically plotted is the rel-
ative variance within logarithmic bins in the cross-spectra half-
mission 1 ⇥ half-mission 2 (blue curves) and odd ⇥ even rings
(red curves) di↵erence without and with polarization e�ciency
uncertainties (of 0.5, 1.0, and 2 %). The green curves show the
noise level from the half-mission null test.

TT , EE, and BB, but not for T E. The polarization e�ciency
mismatch causes leakage between temperature and polarization

33
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included in the present data processing. We note that, at least
for the PSBs, this is within the stated systematic uncertainty of
Rosset et al. (2010), and thus consistent with the pre-launch cal-
ibrations.

5.10.3. Polarization angle and polarization efficiency

Polarization e�ciency error induces a leakage from EE into BB
that is proportional to ⇢2. Simulations of the leakage induced by
the errors on the polarization angles are discussed in Rosset et al.
(2010), but these did not include foregrounds. The relevant fig-
ures, available in the Explanatory Supplement, show that the an-
gle error a↵ects the EE power spectra at a level of 3 ⇥ 10�5 µK2

on the reionization peak at ` = 4.
In the previous section, we have shown that the ground-

measured angles used in the data analysis are coherent with the
IRAM measurement of the Crab Nebula within 0.3�. The inter-
nal HFI T B and EB data gives the same upper limit. This leads to
negligible leakage from E to B. Levels of leakage from intensity
to polarization, due to gain mismatch between detectors, are also
negligible, as shown by the quality of the intra-frequency cali-
bration. Finally, the polarization e�ciency of each detector has
been measured on the ground to be between 0.85 and 0.95, with a
statistical error of 0.3 % and not much better than 1 % when sys-
tematic e↵ects are considered. This polarization e�ciencies
are integrated into the mapmaking. The polar e�ciency residual
induces a gain error in E and a leakage to B that is negligible.

While the e↵ects listed so far are negligible, we still
need to check the relative accuracy of the polarization e�-
ciency between bolometers. We build single-bolometer maps
(see Sect. 3.1.2), from which we can remove the appropriate
bandpass leakage before building the coadded frequency-band
maps (see Sect. 2.2.1). It is then possible to find the residual
polarization e�ciency error with respect to ground measure-
ments for each detector within that frequency band. Figure 35
shows the residual polarization e�ciency values from the data
with respect to those measured on the ground. For the 353-GHz
PSBs, these residuals could be measured on the strong dust po-
larized signal , reaching up to 2.5 %, and with a 1.2% rms.
This is significantly larger than the statistical uncertainties for
the ground measurements but close to the estimates which in-
clude the systematic e↵ects (Rosset et al. 2010).

Residual values are plotted in Fig. 35 as red points for
the case without SWBs and as blue points when including the
SWBs. The figure shows in a spectacular way the large rela-
tive uncertainties in the low polarization e�ciency of the SWBs.
This shows that there is a residual systematic e↵ect on the polar-
ization e�ciency for PSBs. This residual is comparable to what
has been measured on the ground and used in the mapmaking for
the SWBs. We thus decided to make public two products for the
353-GHz intensity maps, namely those with and without SWBs.

We want to estimate the e↵ect of the uncertainties in the
polarization e�ciency demonstrated above (even though these
residuals were not included in the processing). To do so, we use
two sets of E2E simulations: one without errors in the polariza-
tion e�ciency, and the other one with a spread in polarization
e�ciency representative of the error between detectors within
one frequency band. We build cross-spectra between two halves
of each set and di↵erence those cross-spectra. This is done for
three values of the rms of the spread in e�ciencies, 0.5, 1, and
2 %, to model in a conservative way the errors in the simula-
tions (nominally 0.5 % for the PSBs, but showing a larger dis-
persion in Fig. 35). We test our two main data splits, i.e., rings
and half-mission maps. Figure 36 displays the relative variance

Fig. 35: Relative polarization e�ciency with respect to ground-
based measurements, extracted from SRoll single-bolometer
maps for the 353-GHz bolometers. The bottom panel is an en-
largement of part of the top one. It shows the small polariza-
tion e�ciency di↵erence with respect to ground-based measure-
ments when used with (in blue) the SWBs and without (in red)
the SWBs.

within logarithmic bins in the di↵erence of the cross-spectra of
the two simulations. The impact is smaller than the noise for

Fig. 36: Simulation, at 143 GHz, of the polarization e�ciency
error propagated to power spectra. Specifically plotted is the rel-
ative variance within logarithmic bins in the cross-spectra half-
mission 1 ⇥ half-mission 2 (blue curves) and odd ⇥ even rings
(red curves) di↵erence without and with polarization e�ciency
uncertainties (of 0.5, 1.0, and 2 %). The green curves show the
noise level from the half-mission null test.

TT , EE, and BB, but not for T E. The polarization e�ciency
mismatch causes leakage between temperature and polarization

33

• E map based calibration possible for lower frequency channels 
• Must take into account dust contamination 
• To go beyond intercalibration, and reach % precision one must assume TT cosmology

Planck Collaboration: Planck 2018 results. HFI DPC.

Table 9: Polarization e�ciency determination, defined as ⇢ in Sect. 5.10.2. This table gives relative values with respect to 143 GHz,
measured on the SMICA EE power spectrum, along with cosmological parameter likelihood values, also expressed in terms of map
correction. The last column gives the combined residuals.

Cosmology drivenEE first peaks
Frequency SMICA Camspec Plik Combined residuals

[GHz] % % % %

100 . . . . . . . . . . . +2.4 ± 0.5 +1.3 ± 0.5 +1.0 ± 0.5 +0.7 ± 1.0
143 . . . . . . . . . . . Ref. �1.6 ± 0.5 �1.7 ± 0.5 �1.7 ± 1.0
217 . . . . . . . . . . . +3.6 ± 0.5 +2.5 ± 0.5 +2.0 ± 0.5 +1.9 ± 1.0

where extraction of instrument parameters has been added to
or improved. Furthermore, we investigate how the use of cross-
spectra between frequencies helps in removing some systemat-
ics. We construct sensitive tests of small residual signals by per-
forming di↵erence tests, i.e., splitting the data into two subsets
out of which we can construct maps similar to those released.
Such di↵erence maps have been used in many of the tests de-
scribed in this section. They employ three types of simulations:
(i) those that do not include the modelling of the specific system-
atic e↵ect in the input data; (ii) those with the e↵ect modelled,
followed by the full analysis pipeline including correction for
that e↵ect; and (iii) the same input, but without correction for
that systematic in the processing pipeline. Di↵erences between
these maps give either the level of the systematic e↵ects or the
level of post-correction residuals that are expected to be present
in the data maps.

This procedure gives an estimate of the level of the residuals
of each systematic e↵ect, which can be compared with the other
residuals and with the scientific goals (represented often by the
fiducial cosmology power spectra).

Sub-sections 5.1 to 5.13 discuss each systematic e↵ect in
turn, and shows their residuals. Most of these e↵ects are negli-
gible for the final data products. The last sub-section, Sect. 5.14,
presents a summary of systematic e↵ects, identifies the main
ones, and compares their residuals in a multi-dimensional space,
including frequencies and angular scales, based on all of these
null tests.

5.1. Consistency of the zodiacal emission removal

Emission from interplanetary dust is removed from the HFI data,
as was already done in the previous 2015 release, using the
model from Planck Collaboration XIV (2014). The removal of
the zodiacal emission was shown to be highly e↵ective through
a Survey 1 minus Survey 2 test. That test showed no zodiacal
residuals at 545 GHz (or lower frequencies) and marginal resid-
uals at 857 GHz, at a level of 10�2 MJy sr�1. The present cor-
rection for zodiacal emission applies the same procedure as in
the 2015 release, fitting for the emissivities of each component
of the zodiacal model. The improvement in the present release
comes only from other improvements in the data, which reduce
other systematic e↵ects in the maps. We compare the model pa-
rameters obtained in table 3 and figure 9 of HFImaps2015 with
the updated parameters in Table 10 and in Fig. 27 of this paper.
The improvement is revealed by the much smaller uncertainties,
the smoother behaviour with wavelength of the emissivities and
the absence of negative emissivities.

Fig. 27: Zodiacal emissivities as a function of wavelength, com-
bining IRAS, DIRBE, and Planck-HFI data. For reference, the
dotted and dashed lines show emissivities that are unity at wave-
lengths less than 150 µm, and proportional to ��2, ��1, and �0 at
longer wavelengths. The emissivities for the cloud and the bands
are very similar in level to those reported in HFImaps2015, but
have smaller errors and show a smoother behaviour.

5.2. Far sidelobes

The signal from the far sidelobes (FSL, defined here to be the re-
sponse of the instrument at angles greater than 5� from the main
beam axis) can introduce spurious polarized signals at large an-
gular scales. In the 2015 release, the FSL contributions were not
removed. FSL beam maps over 4⇡ steradians were computed us-
ing GRASP8 software (see figure 14 of Planck Collaboration VII
2014). As in LowEll2016, their e↵ects on the maps is computed
by building HPRs of the FSL beam convolved with an estimate
of the sky signal (CMB including dipoles and dust foreground),
then running them through the same scan history and destriping
procedure as for the real data, to produce FSL map templates
for each detector. These templates were subsequently regressed
from the final maps as part of the mapmaking procedure.

Table 1 of LowEll2016 and the associated discussion present
the direct impact of the FSLs on dipoles and thus on calibra-
tion, and show that the very good relative calibrations at 100 and
143 GHz imply that the FSL corrections are accurate to better
than 5 and 2 %, respectively.

Furthermore, di↵erences between the FSLs of polarized de-
tectors will induce spurious polarization if these di↵erences are
not removed. Polarization induced by FSL di↵erences between
detectors within a frequency channel (calibration mismatch leak-

8http://www.ticra.com/products/software/grasp
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Polarization efficiency corrections

• Estimation of polarisation efficiency correction on dust 
for the 353 GHz shows percent level errors 
• Ground based (statistical) errors are 10 times smaller

d(r,↵) = B(r)⌦ [T (r) + ⇢(Q(r) cos 2↵+ U(r) sin 2↵)]

Planck Collaboration: Planck 2018 results. HFI DPC.

included in the present data processing. We note that, at least
for the PSBs, this is within the stated systematic uncertainty of
Rosset et al. (2010), and thus consistent with the pre-launch cal-
ibrations.

5.10.3. Polarization angle and polarization efficiency

Polarization e�ciency error induces a leakage from EE into BB
that is proportional to ⇢2. Simulations of the leakage induced by
the errors on the polarization angles are discussed in Rosset et al.
(2010), but these did not include foregrounds. The relevant fig-
ures, available in the Explanatory Supplement, show that the an-
gle error a↵ects the EE power spectra at a level of 3 ⇥ 10�5 µK2

on the reionization peak at ` = 4.
In the previous section, we have shown that the ground-

measured angles used in the data analysis are coherent with the
IRAM measurement of the Crab Nebula within 0.3�. The inter-
nal HFI T B and EB data gives the same upper limit. This leads to
negligible leakage from E to B. Levels of leakage from intensity
to polarization, due to gain mismatch between detectors, are also
negligible, as shown by the quality of the intra-frequency cali-
bration. Finally, the polarization e�ciency of each detector has
been measured on the ground to be between 0.85 and 0.95, with a
statistical error of 0.3 % and not much better than 1 % when sys-
tematic e↵ects are considered. This polarization e�ciencies
are integrated into the mapmaking. The polar e�ciency residual
induces a gain error in E and a leakage to B that is negligible.

While the e↵ects listed so far are negligible, we still
need to check the relative accuracy of the polarization e�-
ciency between bolometers. We build single-bolometer maps
(see Sect. 3.1.2), from which we can remove the appropriate
bandpass leakage before building the coadded frequency-band
maps (see Sect. 2.2.1). It is then possible to find the residual
polarization e�ciency error with respect to ground measure-
ments for each detector within that frequency band. Figure 35
shows the residual polarization e�ciency values from the data
with respect to those measured on the ground. For the 353-GHz
PSBs, these residuals could be measured on the strong dust po-
larized signal , reaching up to 2.5 %, and with a 1.2% rms.
This is significantly larger than the statistical uncertainties for
the ground measurements but close to the estimates which in-
clude the systematic e↵ects (Rosset et al. 2010).

Residual values are plotted in Fig. 35 as red points for
the case without SWBs and as blue points when including the
SWBs. The figure shows in a spectacular way the large rela-
tive uncertainties in the low polarization e�ciency of the SWBs.
This shows that there is a residual systematic e↵ect on the polar-
ization e�ciency for PSBs. This residual is comparable to what
has been measured on the ground and used in the mapmaking for
the SWBs. We thus decided to make public two products for the
353-GHz intensity maps, namely those with and without SWBs.

We want to estimate the e↵ect of the uncertainties in the
polarization e�ciency demonstrated above (even though these
residuals were not included in the processing). To do so, we use
two sets of E2E simulations: one without errors in the polariza-
tion e�ciency, and the other one with a spread in polarization
e�ciency representative of the error between detectors within
one frequency band. We build cross-spectra between two halves
of each set and di↵erence those cross-spectra. This is done for
three values of the rms of the spread in e�ciencies, 0.5, 1, and
2 %, to model in a conservative way the errors in the simula-
tions (nominally 0.5 % for the PSBs, but showing a larger dis-
persion in Fig. 35). We test our two main data splits, i.e., rings
and half-mission maps. Figure 36 displays the relative variance

Fig. 35: Relative polarization e�ciency with respect to ground-
based measurements, extracted from SRoll single-bolometer
maps for the 353-GHz bolometers. The bottom panel is an en-
largement of part of the top one. It shows the small polariza-
tion e�ciency di↵erence with respect to ground-based measure-
ments when used with (in blue) the SWBs and without (in red)
the SWBs.

within logarithmic bins in the di↵erence of the cross-spectra of
the two simulations. The impact is smaller than the noise for

Fig. 36: Simulation, at 143 GHz, of the polarization e�ciency
error propagated to power spectra. Specifically plotted is the rel-
ative variance within logarithmic bins in the cross-spectra half-
mission 1 ⇥ half-mission 2 (blue curves) and odd ⇥ even rings
(red curves) di↵erence without and with polarization e�ciency
uncertainties (of 0.5, 1.0, and 2 %). The green curves show the
noise level from the half-mission null test.

TT , EE, and BB, but not for T E. The polarization e�ciency
mismatch causes leakage between temperature and polarization
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included in the present data processing. We note that, at least
for the PSBs, this is within the stated systematic uncertainty of
Rosset et al. (2010), and thus consistent with the pre-launch cal-
ibrations.

5.10.3. Polarization angle and polarization efficiency

Polarization e�ciency error induces a leakage from EE into BB
that is proportional to ⇢2. Simulations of the leakage induced by
the errors on the polarization angles are discussed in Rosset et al.
(2010), but these did not include foregrounds. The relevant fig-
ures, available in the Explanatory Supplement, show that the an-
gle error a↵ects the EE power spectra at a level of 3 ⇥ 10�5 µK2

on the reionization peak at ` = 4.
In the previous section, we have shown that the ground-

measured angles used in the data analysis are coherent with the
IRAM measurement of the Crab Nebula within 0.3�. The inter-
nal HFI T B and EB data gives the same upper limit. This leads to
negligible leakage from E to B. Levels of leakage from intensity
to polarization, due to gain mismatch between detectors, are also
negligible, as shown by the quality of the intra-frequency cali-
bration. Finally, the polarization e�ciency of each detector has
been measured on the ground to be between 0.85 and 0.95, with a
statistical error of 0.3 % and not much better than 1 % when sys-
tematic e↵ects are considered. This polarization e�ciencies
are integrated into the mapmaking. The polar e�ciency residual
induces a gain error in E and a leakage to B that is negligible.

While the e↵ects listed so far are negligible, we still
need to check the relative accuracy of the polarization e�-
ciency between bolometers. We build single-bolometer maps
(see Sect. 3.1.2), from which we can remove the appropriate
bandpass leakage before building the coadded frequency-band
maps (see Sect. 2.2.1). It is then possible to find the residual
polarization e�ciency error with respect to ground measure-
ments for each detector within that frequency band. Figure 35
shows the residual polarization e�ciency values from the data
with respect to those measured on the ground. For the 353-GHz
PSBs, these residuals could be measured on the strong dust po-
larized signal , reaching up to 2.5 %, and with a 1.2% rms.
This is significantly larger than the statistical uncertainties for
the ground measurements but close to the estimates which in-
clude the systematic e↵ects (Rosset et al. 2010).

Residual values are plotted in Fig. 35 as red points for
the case without SWBs and as blue points when including the
SWBs. The figure shows in a spectacular way the large rela-
tive uncertainties in the low polarization e�ciency of the SWBs.
This shows that there is a residual systematic e↵ect on the polar-
ization e�ciency for PSBs. This residual is comparable to what
has been measured on the ground and used in the mapmaking for
the SWBs. We thus decided to make public two products for the
353-GHz intensity maps, namely those with and without SWBs.

We want to estimate the e↵ect of the uncertainties in the
polarization e�ciency demonstrated above (even though these
residuals were not included in the processing). To do so, we use
two sets of E2E simulations: one without errors in the polariza-
tion e�ciency, and the other one with a spread in polarization
e�ciency representative of the error between detectors within
one frequency band. We build cross-spectra between two halves
of each set and di↵erence those cross-spectra. This is done for
three values of the rms of the spread in e�ciencies, 0.5, 1, and
2 %, to model in a conservative way the errors in the simula-
tions (nominally 0.5 % for the PSBs, but showing a larger dis-
persion in Fig. 35). We test our two main data splits, i.e., rings
and half-mission maps. Figure 36 displays the relative variance

Fig. 35: Relative polarization e�ciency with respect to ground-
based measurements, extracted from SRoll single-bolometer
maps for the 353-GHz bolometers. The bottom panel is an en-
largement of part of the top one. It shows the small polariza-
tion e�ciency di↵erence with respect to ground-based measure-
ments when used with (in blue) the SWBs and without (in red)
the SWBs.

within logarithmic bins in the di↵erence of the cross-spectra of
the two simulations. The impact is smaller than the noise for

Fig. 36: Simulation, at 143 GHz, of the polarization e�ciency
error propagated to power spectra. Specifically plotted is the rel-
ative variance within logarithmic bins in the cross-spectra half-
mission 1 ⇥ half-mission 2 (blue curves) and odd ⇥ even rings
(red curves) di↵erence without and with polarization e�ciency
uncertainties (of 0.5, 1.0, and 2 %). The green curves show the
noise level from the half-mission null test.
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included in the present data processing. We note that, at least
for the PSBs, this is within the stated systematic uncertainty of
Rosset et al. (2010), and thus consistent with the pre-launch cal-
ibrations.

5.10.3. Polarization angle and polarization efficiency

Polarization e�ciency error induces a leakage from EE into BB
that is proportional to ⇢2. Simulations of the leakage induced by
the errors on the polarization angles are discussed in Rosset et al.
(2010), but these did not include foregrounds. The relevant fig-
ures, available in the Explanatory Supplement, show that the an-
gle error a↵ects the EE power spectra at a level of 3 ⇥ 10�5 µK2

on the reionization peak at ` = 4.
In the previous section, we have shown that the ground-

measured angles used in the data analysis are coherent with the
IRAM measurement of the Crab Nebula within 0.3�. The inter-
nal HFI T B and EB data gives the same upper limit. This leads to
negligible leakage from E to B. Levels of leakage from intensity
to polarization, due to gain mismatch between detectors, are also
negligible, as shown by the quality of the intra-frequency cali-
bration. Finally, the polarization e�ciency of each detector has
been measured on the ground to be between 0.85 and 0.95, with a
statistical error of 0.3 % and not much better than 1 % when sys-
tematic e↵ects are considered. This polarization e�ciencies
are integrated into the mapmaking. The polar e�ciency residual
induces a gain error in E and a leakage to B that is negligible.

While the e↵ects listed so far are negligible, we still
need to check the relative accuracy of the polarization e�-
ciency between bolometers. We build single-bolometer maps
(see Sect. 3.1.2), from which we can remove the appropriate
bandpass leakage before building the coadded frequency-band
maps (see Sect. 2.2.1). It is then possible to find the residual
polarization e�ciency error with respect to ground measure-
ments for each detector within that frequency band. Figure 35
shows the residual polarization e�ciency values from the data
with respect to those measured on the ground. For the 353-GHz
PSBs, these residuals could be measured on the strong dust po-
larized signal , reaching up to 2.5 %, and with a 1.2% rms.
This is significantly larger than the statistical uncertainties for
the ground measurements but close to the estimates which in-
clude the systematic e↵ects (Rosset et al. 2010).

Residual values are plotted in Fig. 35 as red points for
the case without SWBs and as blue points when including the
SWBs. The figure shows in a spectacular way the large rela-
tive uncertainties in the low polarization e�ciency of the SWBs.
This shows that there is a residual systematic e↵ect on the polar-
ization e�ciency for PSBs. This residual is comparable to what
has been measured on the ground and used in the mapmaking for
the SWBs. We thus decided to make public two products for the
353-GHz intensity maps, namely those with and without SWBs.

We want to estimate the e↵ect of the uncertainties in the
polarization e�ciency demonstrated above (even though these
residuals were not included in the processing). To do so, we use
two sets of E2E simulations: one without errors in the polariza-
tion e�ciency, and the other one with a spread in polarization
e�ciency representative of the error between detectors within
one frequency band. We build cross-spectra between two halves
of each set and di↵erence those cross-spectra. This is done for
three values of the rms of the spread in e�ciencies, 0.5, 1, and
2 %, to model in a conservative way the errors in the simula-
tions (nominally 0.5 % for the PSBs, but showing a larger dis-
persion in Fig. 35). We test our two main data splits, i.e., rings
and half-mission maps. Figure 36 displays the relative variance

Fig. 35: Relative polarization e�ciency with respect to ground-
based measurements, extracted from SRoll single-bolometer
maps for the 353-GHz bolometers. The bottom panel is an en-
largement of part of the top one. It shows the small polariza-
tion e�ciency di↵erence with respect to ground-based measure-
ments when used with (in blue) the SWBs and without (in red)
the SWBs.

within logarithmic bins in the di↵erence of the cross-spectra of
the two simulations. The impact is smaller than the noise for

Fig. 36: Simulation, at 143 GHz, of the polarization e�ciency
error propagated to power spectra. Specifically plotted is the rel-
ative variance within logarithmic bins in the cross-spectra half-
mission 1 ⇥ half-mission 2 (blue curves) and odd ⇥ even rings
(red curves) di↵erence without and with polarization e�ciency
uncertainties (of 0.5, 1.0, and 2 %). The green curves show the
noise level from the half-mission null test.

TT , EE, and BB, but not for T E. The polarization e�ciency
mismatch causes leakage between temperature and polarization
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Table 9: Polarization e�ciency determination, defined as ⇢ in Sect. 5.10.2. This table gives relative values with respect to 143 GHz,
measured on the SMICA EE power spectrum, along with cosmological parameter likelihood values, also expressed in terms of map
correction. The last column gives the combined residuals.

Cosmology drivenEE first peaks
Frequency SMICA Camspec Plik Combined residuals

[GHz] % % % %

100 . . . . . . . . . . . +2.4 ± 0.5 +1.3 ± 0.5 +1.0 ± 0.5 +0.7 ± 1.0
143 . . . . . . . . . . . Ref. �1.6 ± 0.5 �1.7 ± 0.5 �1.7 ± 1.0
217 . . . . . . . . . . . +3.6 ± 0.5 +2.5 ± 0.5 +2.0 ± 0.5 +1.9 ± 1.0

where extraction of instrument parameters has been added to
or improved. Furthermore, we investigate how the use of cross-
spectra between frequencies helps in removing some systemat-
ics. We construct sensitive tests of small residual signals by per-
forming di↵erence tests, i.e., splitting the data into two subsets
out of which we can construct maps similar to those released.
Such di↵erence maps have been used in many of the tests de-
scribed in this section. They employ three types of simulations:
(i) those that do not include the modelling of the specific system-
atic e↵ect in the input data; (ii) those with the e↵ect modelled,
followed by the full analysis pipeline including correction for
that e↵ect; and (iii) the same input, but without correction for
that systematic in the processing pipeline. Di↵erences between
these maps give either the level of the systematic e↵ects or the
level of post-correction residuals that are expected to be present
in the data maps.

This procedure gives an estimate of the level of the residuals
of each systematic e↵ect, which can be compared with the other
residuals and with the scientific goals (represented often by the
fiducial cosmology power spectra).

Sub-sections 5.1 to 5.13 discuss each systematic e↵ect in
turn, and shows their residuals. Most of these e↵ects are negli-
gible for the final data products. The last sub-section, Sect. 5.14,
presents a summary of systematic e↵ects, identifies the main
ones, and compares their residuals in a multi-dimensional space,
including frequencies and angular scales, based on all of these
null tests.

5.1. Consistency of the zodiacal emission removal

Emission from interplanetary dust is removed from the HFI data,
as was already done in the previous 2015 release, using the
model from Planck Collaboration XIV (2014). The removal of
the zodiacal emission was shown to be highly e↵ective through
a Survey 1 minus Survey 2 test. That test showed no zodiacal
residuals at 545 GHz (or lower frequencies) and marginal resid-
uals at 857 GHz, at a level of 10�2 MJy sr�1. The present cor-
rection for zodiacal emission applies the same procedure as in
the 2015 release, fitting for the emissivities of each component
of the zodiacal model. The improvement in the present release
comes only from other improvements in the data, which reduce
other systematic e↵ects in the maps. We compare the model pa-
rameters obtained in table 3 and figure 9 of HFImaps2015 with
the updated parameters in Table 10 and in Fig. 27 of this paper.
The improvement is revealed by the much smaller uncertainties,
the smoother behaviour with wavelength of the emissivities and
the absence of negative emissivities.

Fig. 27: Zodiacal emissivities as a function of wavelength, com-
bining IRAS, DIRBE, and Planck-HFI data. For reference, the
dotted and dashed lines show emissivities that are unity at wave-
lengths less than 150 µm, and proportional to ��2, ��1, and �0 at
longer wavelengths. The emissivities for the cloud and the bands
are very similar in level to those reported in HFImaps2015, but
have smaller errors and show a smoother behaviour.

5.2. Far sidelobes

The signal from the far sidelobes (FSL, defined here to be the re-
sponse of the instrument at angles greater than 5� from the main
beam axis) can introduce spurious polarized signals at large an-
gular scales. In the 2015 release, the FSL contributions were not
removed. FSL beam maps over 4⇡ steradians were computed us-
ing GRASP8 software (see figure 14 of Planck Collaboration VII
2014). As in LowEll2016, their e↵ects on the maps is computed
by building HPRs of the FSL beam convolved with an estimate
of the sky signal (CMB including dipoles and dust foreground),
then running them through the same scan history and destriping
procedure as for the real data, to produce FSL map templates
for each detector. These templates were subsequently regressed
from the final maps as part of the mapmaking procedure.

Table 1 of LowEll2016 and the associated discussion present
the direct impact of the FSLs on dipoles and thus on calibra-
tion, and show that the very good relative calibrations at 100 and
143 GHz imply that the FSL corrections are accurate to better
than 5 and 2 %, respectively.

Furthermore, di↵erences between the FSLs of polarized de-
tectors will induce spurious polarization if these di↵erences are
not removed. Polarization induced by FSL di↵erences between
detectors within a frequency channel (calibration mismatch leak-

8http://www.ticra.com/products/software/grasp
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𝛥𝜒2 ~ 50 on EE, 𝛥𝜒2 <1 in TE 
Improves interfrequency  

agreement in EE

• Assuming different effective polarization efficiency correction in TE and EE 
• @143GHz, TE correction differs by 2𝜎 (compatible with 1). 𝛥𝜒2 = 10.  
• Parameters shifts by ~0.5𝜎 (TTTEEE) 

• Effect of spectrum-based polarization efficiency correction explored in alternative likelihood

Baseline
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Planck Collaboration: Cosmological parameters

Fig. 5. Constraints on parameters of the base-⇤CDM model from the separate Planck EE, T E, and TT high-` spectra combined
with low-` polarization (lowE), and, in the case of EE also with BAO (described in Sect. 5.1), compared to the joint result using
Planck TT,TE,EE+lowE. Parameters on the bottom axis are our sampled MCMC parameters with flat priors, and parameters on the
left axis are derived parameters (with H0 in km s�1Mpc�1). Contours contain 68 % and 95 % of the probability.

Table 1. Base-⇤CDM cosmological parameters from Planck TT,TE,EE+lowE+lensing. Results for the parameter best fits,
marginalized means and 68 % errors from our default analysis using the Plik likelihood are given in the first two numerical
columns. The CamSpec likelihood results give some idea of the remaining modelling uncertainty in the high-` polarization, though
parts of the small shifts are due to slightly di↵erent sky areas in polarization. The “Combined” column give the average of the
Plik and CamSpec results, assuming equal weight. The combined errors are from the equal-weighted probabilities, hence including
some uncertainty from the systematic di↵erence between them; however, the di↵erences between the high-` likelihoods are so small
that they have little e↵ect on the 1� errors. The errors do not include modelling uncertainties in the lensing and low-` likelihoods
or other modelling errors (such as temperature foregrounds) common to both high-` likelihoods. A total systematic uncertainty of
around 0.5� may be more realistic, and values should not be overinterpreted beyond this level. The best-fit values give a represen-
tative model that is an excellent fit to the baseline likelihood, though models nearby in the parameter space may have very similar
likelihoods. The first six parameters here are the ones on which we impose flat priors and use as sampling parameters; the remaining
parameters are derived from the first six. Note that ⌦m includes the contribution from one neutrino with a mass of 0.06 eV. The
quantity ✓MC is an approximation to the acoustic scale angle, while ✓⇤ is the full numerical result.

Parameter Plik best fit Plik [1] CamSpec [2] ([2] � [1])/�1 Combined

⌦bh2 . . . . . . . . . . . . . 0.022383 0.02237 ± 0.00015 0.02229 ± 0.00015 �0.5 0.02233 ± 0.00015
⌦ch2 . . . . . . . . . . . . . 0.12011 0.1200 ± 0.0012 0.1197 ± 0.0012 �0.3 0.1198 ± 0.0012
100✓MC . . . . . . . . . . . 1.040909 1.04092 ± 0.00031 1.04087 ± 0.00031 �0.2 1.04089 ± 0.00031
⌧ . . . . . . . . . . . . . . . . 0.0543 0.0544 ± 0.0073 0.0536+0.0069

�0.0077 �0.1 0.0540 ± 0.0074
ln(1010As) . . . . . . . . . 3.0448 3.044 ± 0.014 3.041 ± 0.015 �0.3 3.043 ± 0.014
ns . . . . . . . . . . . . . . . 0.96605 0.9649 ± 0.0042 0.9656 ± 0.0042 +0.2 0.9652 ± 0.0042

⌦mh2 . . . . . . . . . . . . 0.14314 0.1430 ± 0.0011 0.1426 ± 0.0011 �0.3 0.1428 ± 0.0011
H0 [ km s�1Mpc�1] . . . 67.32 67.36 ± 0.54 67.39 ± 0.54 +0.1 67.37 ± 0.54
⌦m . . . . . . . . . . . . . . 0.3158 0.3153 ± 0.0073 0.3142 ± 0.0074 �0.2 0.3147 ± 0.0074
Age [Gyr] . . . . . . . . . 13.7971 13.797 ± 0.023 13.805 ± 0.023 +0.4 13.801 ± 0.024
�8 . . . . . . . . . . . . . . . 0.8120 0.8111 ± 0.0060 0.8091 ± 0.0060 �0.3 0.8101 ± 0.0061
S 8 ⌘ �8(⌦m/0.3)0.5 . . 0.8331 0.832 ± 0.013 0.828 ± 0.013 �0.3 0.830 ± 0.013
zre . . . . . . . . . . . . . . . 7.68 7.67 ± 0.73 7.61 ± 0.75 �0.1 7.64 ± 0.74
100✓⇤ . . . . . . . . . . . . 1.041085 1.04110 ± 0.00031 1.04106 ± 0.00031 �0.1 1.04108 ± 0.00031
rdrag [Mpc] . . . . . . . . . 147.049 147.09 ± 0.26 147.26 ± 0.28 +0.6 147.18 ± 0.29

13

Exploration of alternative data selection (polarization mask), methodology and 
calibration (polarization efficiency correction) result in <0.5𝜎 shifts

Baseline



Persistance of curiosities

• ClTT, l>800 compatible with extra smoothing of the peaks 
and degenerate with extra lensing 
• AL=1.18±0.065 (2.8𝜎) TTTEEE+lowE 
• AL=1.15±0.072 (2.1𝜎) TTTEEE+lowE (alternative Polar Efficiency) 
• AL=1.243±0.096 (2.4𝜎) TT+lowE (baseline and alternative) 

• TT effect is common to all frequencies 
• Increased by low-l TT lack of power 
• Degenerate with FG 

• Cannot be explained by  
• Calibration 
• Aberration 
• Residual transfer function 
• 4K lines 
• l=1460 dip 
• Correlated noise
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A solid legacy release

• We have improved all parts of the data analysis and hybrid 
approximation 
• Extra products for more validation 

• HFI polarization can now be used for cosmology at all scales 
• tighter constraints, in particular for tau 

• Limitations 

• 2𝜎 discrepancies in the polar efficiency correction models and 0.5𝜎 level 
corresponding shifts in parameters (TE) 

• Agreement within 0.5𝜎 on 𝞚CDM between different calibration models! 

• Alens, l>800 l<800, driven by TT and not going away 

• Paper and code release later this year


