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Abstract

Building on recent work of Mattheus and Verstraëte, we establish a general connection between

Ramsey numbers of the form r(F, t) for F a fixed graph and a variant of the Zarankiewicz problem

asking for the maximum number of 1s in an m by n 0/1-matrix that does not have any matrix

from a fixed finite family L(F ) derived from F as a submatrix. As an application, we give

new lower bounds for the Ramsey numbers r(C5, t) and r(C7, t), namely, r(C5, t) = Ω̃(t
10
7 ) and

r(C7, t) = Ω̃(t
5
4 ). We also show how the truth of a plausible conjecture about Zarankiewicz

numbers would allow an approximate determination of r(C2`+1, t) for any fixed integer ` ≥ 2.

1 Introduction

For a graph F and an integer t ≥ 2, let r(F, t) denote the minimum n such that every n-vertex F -free

graph contains an independent set of order t. In this note, we will be concerned with the case where

F is fixed and t→∞. Basic estimates on such F -complete Ramsey numbers go back to foundational

work of Erdős and Szekeres [8] in the 1930s, though the asymptotics are understood in very few cases.

Very recently, answering a longstanding question in the area, Mattheus and Verstraëte [16] showed

that r(K4, t) = Ω̃(t3), which is tight up to the logarithmic factors hidden in the big O notation.

Here, building on their approach, we establish a general connection between the Ramsey numbers

r(F, t) and a variant of the Zarankiewicz problem [22] and use it to improve the lower bounds on

certain cycle-complete Ramsey numbers.

Main Result. To describe the connection between Ramsey numbers and the Zarankiewicz problem,

suppose J is a bipartite graph with parts U and V . The incidence matrix A = A(J) of J is the

matrix with rows indexed by U and columns indexed by V where Auv = 1 if uv ∈ E(J) and Auv = 0

otherwise. The Zarankiewicz number z(m,n,A) is then the maximum number of 1s in an m by n

0/1-matrix that does not have A as a submatrix. In graph-theoretic terms, this is the maximum

number of edges in an m by n bipartite graph which does not contain a copy of J with U in the part

of order m and V in the part of order n.

∗Department of Mathematics, California Institute of Technology, Pasadena, CA 91125, USA. Email:

dconlon@caltech.edu. Research supported by NSF grant DMS-2054452.
†Department of Mathematics, Vrije Universiteit Brussel, Brussels, Belgium. E-mail: sam.mattheus@vub.be. Re-

search as a Visiting Scholar at UCSD supported by a Fulbright Visiting Scholar Fellowship and a Fellowship of the

Belgian American Foundation.
‡Department of Mathematics, Statistics and Computer Science, University of Illinois Chicago, Chicago, IL 60607,

USA. E-mail: mubayi@uic.edu. Research supported by NSF grants DMS-1763317, DMS-1952767, DMS-2153576, a

Humboldt Research Award and a Simons Fellowship.
§Department of Mathematics, University of California, San Diego, La Jolla, CA 92093, USA. E-mail:

jacques@ucsd.edu. Research supported by NSF grant DMS-1952786.

1



Given a graph F , let E(F ) be the set of sequences of edge-disjoint bipartite subgraphs H1, H2, . . . ,Hk

of F , each containing at least one edge, such that the E(Hi) partition E(F ) and |V (Hi)∩V (Hj)| ≤ 1

for all 1 ≤ i < j ≤ k. Given H = (H1, H2, . . . ,Hk) ∈ E(F ), let J = J(H) be the bipartite graph with

parts [k] and V (F ) where i ∈ [k] is adjacent in J to every vertex in V (Hi) ⊆ V (F ). For instance, if

k = |E(F )|, then H is an ordering of E(F ) and J(H) is the so-called 1-subdivision of F . We then let

L(F ) = {J(H) : H ∈ E(F )}∪{C4}. Abusing notation, we will also use L(F ) to denote the collection

of incidence matrices of the graphs in L(F ).

Our main result connects the problem of estimating the Ramsey number r(F, t) to that of estimating

the Zarankiewicz number z(m,n,L(F )), the maximum number of 1s in an m by n 0/1-matrix which

does not contain any member of L(F ) as a submatrix. To state the result, it will be convenient to

define an (m,n, a, b)-graph to be an m by n bipartite graph with n ≥ m such that all vertices in

the part of size n have degree a and all vertices in the part of size m have degree b ≥ a. Here and

throughout, unless otherwise indicated, log will be taken to the base 2.

Theorem 1 Let F be a graph and let a, b,m, n be positive integers with a ≥ 212(log n)3 such that

there exists an L(F )-free (m,n, a, b)-graph. If t = 28n(log n)2/ab, then

r(F, t) = Ω

(
bt

log n

)
.

The logarithmic factors in Theorem 1 can be improved for many choices of the parameters, but,

since the improved bound is also unlikely to give the correct exponent on these factors, we opted to

give a simpler proof with slightly worse bounds. Though perhaps not a surprise, since our methods

are based on those of [16], we also note that Theorem 1 gives the bound r(K4, t) = Ω̃(t3) if we make

use of the L(K4)-free graph with parameters (m,n, a, b) = (q3 + 1, q4 − q3 + q2, q + 1, q2) as in [16].

Moreover, if some natural conjectures on z(m,n,L(Ks)) are true, then the theorem also implies that

r(Ks, t) = Ω̃(ts−1) for all s ≥ 4. We will return to these points in the concluding remarks.

Cycle-complete Ramsey numbers. Our main new applications of Theorem 1 are to the esti-

mation of the cycle-complete Ramsey numbers r(Ck, t). The study of such quantities goes back to

works of Bondy and Erdős [5] and Erdős, Faudree, Rousseau and Schelp [7] in the 1970s. In general,

the best known upper bounds [6, 19] for r(Ck, t) for fixed k ≥ 2 are that r(C2`, t) = Õ(t`/(`−1))

and r(C2`+1, t) = Õ(t(`+1)/`), where the logarithmic factors hidden inside the big O notation have

exponents depending only on `. Up until recently, the lower bounds have always come from appli-

cations of the probabilistic method, with the best result, proved by Bohman and Keevash [3] using

the Ck-free process, saying that, for fixed k ≥ 3,

r(Ck, t) = Ω

(
t
k−1
k−2

log t

)
.

That this is optimal when k = 3 is an older result, with the lower bound due to Kim [13] and the

upper bound to Ajtai, Komlós and Szemerédi [1] (though see also [4, 10, 18] for considerable further

work on determining the constant factors).
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In recent work, Mubayi and Verstraëte [17] used pseudorandom graphs to improve the bound above

by a power of log for all odd k ≥ 5 and some even k. For instance, for odd k ≥ 3, they showed that

r(Ck, t) = Ω

(
t
k−1
k−2

(log t)
2

k−2

)
.

Moreover, using a different approach more closely allied to that of this paper, they were able to give

polynomial improvements on r(C5, t) and r(C7, t), namely, r(C5, t) = Ω(t
11
8 ) and r(C7, t) = Ω(t

11
9 ).

Using Theorem 1, we improve these bounds even further.

Theorem 2 As t→∞,

r(C5, t) = Ω

(
t
10
7

(log t)
13
7

)
and r(C7, t) = Ω

(
t
5
4

(log t)
3
2

)
.

To derive Theorem 2 from Theorem 1, we first note that an m by n bipartite graph of girth at

least 4` + 4 has O((mn)β + m + n) edges, where β = (` + 1)/(2` + 1). This result was proved by

Hoory [11], though we refer the reader to the survey [21] for more on related earlier results. The

following straightforward corollary of Theorem 1 now says that if one has a construction of an m by

n bipartite graph of girth at least 4` + 4 which comes close to meeting Hoory’s upper bound, then

one also has a good lower bound for r(C2`+1, t).

Theorem 3 Let ` ∈ N, α0 ≥ 1 and 0 < β ≤ (`+ 1)/(2`+ 1) be fixed. If there is an infinite sequence

of (m,n, a, b)-graphs of girth larger than 4`+ 2 with Ω((mn)β) edges and 1 ≤ α = loga b ≤ α0, then

r(C2`+1, t) = Ω

(
t

αβ−3β+2
α−3β−αβ+2

(log t)
3αβ−α−3β+2
α−3β−αβ+2

)
for an infinite sequence of values of t.

To apply this theorem, we use the bipartite incidence graphs of sequences of generalized polygons [20].

For instance, if we set ` = 1 and β = 2/3, the value of α is unimportant and we can use any of the

known sequences of generalized quadrangles to return a bound of the form r(C3, t) = Ω(t2/ log3 t)

along an infinite sequence of values of t. Theorem 2 is a direct consequence of applying Theorem 3

to the bipartite incidence graphs of the generalized hexagons of order (q, q3) for the C5-case and

the generalized octagons of order (q, q2) for the C7-case. Such generalized polygons are known to

exist for appropriate prime powers q and their bipartite incidence graphs are L(C5)-free and L(C7)-

free, respectively. In the C5-case, we may therefore apply Theorem 3 with β = 3/5 and, since the

bipartite incidence graph of a generalized hexagon of order (q, q3) has a = q + 1 and b = q3 + 1,

α = log(q3+1)/ log(q+1). Similarly, for C7, we may take β = 4/7 and α = log(q2+1)/ log(q+1). This

gives Theorem 2 along certain infinite sequences of values of t, but these sequences are sufficiently

dense that the same result carries over to all t.

Though the celebrated Feit–Higman theorem [9] precludes the existence of thick generalized polygons

beyond generalized octagons and, even when they do exist, the possible orders of generalized polygons

are heavily constrained, it may still be the case that sequences of graphs of the type required by

Theorem 3 exist. We make a (tentative) conjecture to that effect.
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Conjecture 1 For every ` ∈ N and α ≥ 1, there exists an infinite sequence of (m,n, a, b)-graphs of

girth larger than 4`+ 2 with Ω((mn)(`+1)/(2`+1)) edges and loga b→ α.

If such a sequence does exist for a given ` and α, we can use Theorem 3 to conclude that

r(C2`+1, t) ≥ t
α(`+1)+`−1
α`+`−1

−o(1)

along some infinite sequence of values of t. Since (α(` + 1) + ` − 1)/(α` + ` − 1) → (` + 1)/` as

α→∞, taking α sufficiently large in terms of ε yields the following result.

Theorem 4 If Conjecture 1 holds for a fixed ` ∈ N and a sequence of α tending to infinity, then,

for any ε > 0,

r(C2`+1, t) ≥ t(`+1)/`−ε

along some infinite sequence of values of t.

That is, if Conjecture 1 holds for a particular ` and a sequence of α tending to infinity, we can prove

lower bounds which come arbitrarily close to matching the polynomial factor in the upper bound

r(C2`+1, t) = Õ(t(`+1)/`). To us, this strongly suggests that (`+ 1)/` is the correct exponent.

2 Proof of Theorem 1

In this section, we prove Theorem 1. When necessary, we assume that relevant quantities are integers

without introducing rounding, as this does not change the statements of the results. For a multiset

S of edge-disjoint cliques in a graph, let v(S) denote the number of pairs (x, T ) with T ∈ S and

x ∈ V (T ) and let E(S) =
⋃
T∈S E(T ) and e(S) = |E(S)|. The quantity v(S) can also be interpreted

as the number of edges in the bipartite graph with parts
⋃
T∈S V (T ) and S where x ∈

⋃
T∈S V (T ) is

adjacent to T ∈ S if and only if x ∈ T . The following simple lemma gives a lower bound on e(S) in

terms of v(S) under appropriate conditions.

Lemma 1 If S is a multiset of edge-disjoint cliques in a graph with v(S) ≥ 2|S|, then

e(S) ≥ v(S)2

4|S|
.

Proof. Since the cliques in S are edge-disjoint,

e(S) =
∑
T∈S

(
|V (T )|

2

)
.

Thus, by Jensen’s Inequality,

e(S) ≥ |S| ·
( 1
|S|
∑

T∈S |V (T )|
2

)
= |S| ·

(v(S)
|S|
2

)
=
v(S)(v(S)− |S|)

2|S|
≥ v(S)2

4|S|
,

where we used that v(S) ≥ 2|S|.
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For positive integers m ≤ n and a ≤ b, an (m,n, a, b)-clique graph is an n-vertex graph consisting of

an edge-disjoint union of m cliques of order b such that each vertex is in exactly a of the cliques. This

is equivalent to the restriction of the distance-two graph of a C4-free (m,n, a, b)-graph to the part of

size n. The main input needed for the proof of Theorem 1 is the following result, which says that if

we take a subgraph of an (m,n, a, b)-clique graph by taking a random spanning bipartite subgraph

of each clique, then the resulting graph is well-distributed with some positive probability.

Lemma 2 Let H be an (m,n, a, b)-clique graph with a ≥ 212(log n)3 and let H∗ be obtained by

independently taking a random spanning bipartite subgraph of each clique of H. Then, with positive

probability, each X ⊆ V (H∗) with |X| ≥ R := 210(m log n)/a has

e(H∗[X]) ≥ S :=
a2

28m
|X|2.

Proof. By a standard sampling argument (as, for instance, in [16, Section 3.2]), it suffices to prove

the result for all X of order exactly R. Let T denote the collection of m cliques of order b which

comprise H. For a given set X of order R, we consider the multiset of cliques

TX = {H[V (T ) ∩X] : |V (T ) ∩X| ≥ 1, T ∈ T }

and, for 1 ≤ i ≤ log n, we set

Ti = {T ∈ TX : 2i−1a < |V (T )| ≤ 2ia} and T0 = {T ∈ TX : 1 ≤ |V (T )| ≤ a}.

Then v(TX) = v(T0) + v(T1) + · · · and v(TX) = a|X|. We now split into two cases.

Case 1: v(T0) ≥ a|X|/2. Since a|X|/2 ≥ 2m ≥ 2|T0|, we can apply Lemma 1 with S = T0 to obtain

e(T0) ≥
a2|X|2

16m
≥ 4S.

Let Z0 be the number of edges of H∗ in cliques from T0, noting that E(Z0) ≥ 1
2e(T0). Then, as

in [16, Section 3.2], Z0 may be viewed as the final term of a martingale. Explicitly, for each clique

T ∈ T0 and each v ∈ V (T ), we define a random variable Zv,T taking values 0 or 1, each with

probability 1/2, to indicate which side of the random cut of T the vertex v is in. Then, given an

ordering Y1, . . . , Yk with k = v(T0) of all such random variables, we let Fj be the σ-algebra generated

by Y1, . . . , Yj and consider the (Doob) martingale Z0,j = E(Z0|Fj). Since Z0 is a function of the

Zv,T , we have that Z0 = Z0,k. Hence, as fixing the placement of a given vertex in a cut of a given

clique T can change the expectation by at most |V (T )| − 1, we may apply the Hoeffding–Azuma

inequality to conclude that

P(Z0 < S) ≤ P(Z0 − E(Z0) < −
1

4
e(T0)) ≤ exp

(
− e(T0)2

32
∑

T∈T0
∑

v∈T (|V (T )| − 1)2

)
.

But ∑
T∈T0

∑
v∈T

(|V (T )| − 1)2 =
∑
T∈T0

|V (T )|(|V (T )| − 1)2 ≤ 2a
∑
T∈T0

(
|V (T )|

2

)
= 2a · e(T0).
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Therefore,

P(Z0 < S) ≤ exp

(
−e(T0)

64a

)
≤ n−R < 1

2
(
n
R

) .
Case 2: v(Ti) ≥ a|X|/2 log n for some 1 ≤ i ≤ log n. In this case, we note that

2i−1a|Ti| ≤ v(Ti) ≤ a|X|

and so |Ti| ≤ 211m log n/2ia. Since a|X|/2 log n ≥ 2m ≥ 2|Ti|, we can apply Lemma 1 with S = Ti
to obtain

e(Ti) ≥
a2|X|2

16|Ti|(log n)2
=

16m

|Ti|(log n)2
· S > 2ia

28(log n)3
· S.

Let Zi be the number of edges of H∗ in cliques from Ti. Applying Hoeffding–Azuma as before, we

get that

P
(
Zi <

2ia

210(log n)3
· S
)
≤ P(Zi − E(Zi) < −

1

4
e(Ti)) ≤ exp

(
− e(Ti)

2i+6a

)
≤ n−R < 1

2
(
n
R

) .
Combining the two cases and using that a ≥ 212(log n)3, we see that, with positive probability,

e(H∗[X]) ≥ S for all X of order R.

The second ingredient needed for the proof of Theorem 1 is the following result of Kohayakawa,

Lee, Rödl and Samotij [15], which is itself proved using an early version of the hypergraph container

method due to Kleitman and Winston [14] (see also the survey [2] for more on this method and its

applications). In the statement, we write e(X) for the number of edges induced by a vertex subset

X of a graph.

Proposition 1 Let G be a graph on n vertices, let r,R ∈ N and let δ ∈ [0, 1] with e−δrn ≤ R and,

for every subset X ⊆ V (G) of at least R vertices, 2e(X) ≥ δ|X|2. Then the number of independent

sets of size t ≥ r in G is at most (
n

r

)(
R

t− r

)
.

We are now ready to prove our main theorem.

Proof of Theorem 1. Let G be an L(F )-free (m,n, a, b)-graph and let H be the (m,n, a, b)-clique

graph of G, which is the restriction of the distance-two graph of G to the part of G of size n. Let

H∗ be the subgraph of H guaranteed by Lemma 2, noting that H∗ is F -free since G is L(F )-free

– indeed, this is the motivation behind the definition of L(F ). If we let R = 210m(log n)/a and

r = t/ log n, then, by Lemma 2 and the fact that t = 28n(log n)2/ab, the conditions of Proposition 1

are satisfied with δ = a2/28m. Therefore, by Proposition 1, the number of independent sets of order

t in H∗ is at most (
n

r

)(
R

t− r

)
≤ nr

(
eR

t

)t
≤
(

210e2m log n

at

)t
.

We now randomly sample the vertices of H∗ independently with probability at/(213m log n) and

then delete one vertex from each independent set of order t that remains, noting that the expected
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number of remaining vertices is at least atn/213m log n − (e2/8)t = Ω(atn/m log n). If V is such a

set of vertices, then H∗[V ] contains no independent set of order t. Since H∗[V ] is also F -free, we

conclude that

r(F, t) = Ω

(
atn

m log n

)
.

As an = bm, this is the same as the required bound.

3 Proof of Theorem 3

We now give the short proof of Theorem 3, our main result about cycle-complete Ramsey numbers.

Proof of Theorem 3. By assumption, we have an infinite sequence of (m,n, a, b)-graphs of girth

larger than 4`+2 with c(mn)β edges for some c > 0 and a ≤ b = aα. Observe that if a bipartite graph

has girth larger than 4`+ 2, it is L(C2`+1)-free. Since the number of edges is na = mb, we can write

a = cmβnβ−1 and b = cmβ−1nβ, which, in combination with b = aα, yieldsm = c1n
(α+β−αβ)/(αβ−β+1)

for some positive constant c1. Using these expressions for a, b and m, one can verify that, for some

positive constant c2, we have

t = 28
n(log n)2

ab
= c2n

α−3β−αβ+2
αβ−β+1 (log n)2.

But then, for some positive constants c3 and c4, we have

bt

log n
=

(cmβ−1nβ)(c2n
α−3β−αβ+2
αβ−β+1 (log n)2)

log n

= c3n
α+β−αβ
αβ−β+1

(β−1)
nβn

α−3β−αβ+2
αβ−β+1 log n

= c3n
αβ−3β+2
αβ−β+1 log n

≥ c4t
αβ−3β+2

α−3β−αβ+2 (log t)
α+3β−3αβ−2
α−3β−αβ+2 ,

where in the second equality we used the expression form and in the last we used that log t = Θ(log n).

Applying Theorem 1 therefore yields the required infinite sequence of values of t.

4 Concluding remarks

• Unfortunately, the methods of this note do not help with estimating r(F, t) when F is bipartite,

since the graph H∗ constructed in the proof of Theorem 1 contains very large complete bipartite

graphs. In particular, the order of magnitude of r(C4, t) is a wide open problem, with the best

bounds [3, 6] being c1t
3/2/ log t ≤ r(C4, t) ≤ c2t2/ log2 t for some constants c1, c2 > 0.

• Though Theorem 1 is stated and proved under the assumption that there is an L(F )-free bipartite

graph which is regular of degree a on one side V of order n and regular of degree b on the other

side U of order m, we do not really need such a rigid assumption. For one thing, the proof does

not depend at all on U being regular and we can simply assume that b is the average degree of U .
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Moreover, the proof is easily adapted to the case where V has all degrees in the interval (a/2, a], say.

This gives us significant additional leeway in finding constructions to which we can apply Theorem 1.

•We now say a little about the off-diagonal Ramsey numbers r(s, t) := r(Ks, t), where we think of s

as fixed and t tending to infinity. By adapting arguments of Janzer [12], one can show that, for any

s ≥ 3, the maximum number of edges in an L(Ks)-free m by n bipartite graph is

O(m
s−1
2s−3n

2s−4
2s−3 +m+ n).

If this is tight, that is, if there exists an infinite sequence of L(Ks)-free (m,n, a, b)-graphs with

Ω(m
s−1
2s−3n

2s−4
2s−3 ) edges and 1 ≤ loga b ≤ α0 for some α0 ≥ 1, then an application of Theorem 1 implies

that r(s, t) = Ω̃(ts−1) along an infinite sequence of values of t. Surprisingly, unlike the case of odd

cycles, the particular choice of α = loga b is largely irrelevant to this deduction. Indeed, this is why,

in [16], it is possible to start with an L(K4)-free m by n bipartite graph with m = Θ(n3/4) and still

derive an almost tight bound for r(4, t).

• Lemma 2 shows that the graph H∗ is in a sense close to optimally pseudorandom: the density of

edges in H∗ is p = Θ(ab/n) = Θ(a2/m) and we have shown that, for some c > 0, every set X of

order at least c(m log n)/a contains Ω(p|X|2) edges. With more technical effort, as in [16] for the

case F = K4, one can often improve this bound to an optimal result saying that every set X of order

at least cm/a contains Ω(p|X|2) edges. This in turn would allow us to save some of the missing

logarithmic factors in Theorems 1, 2 and 3. However, as observed in [16], the more significant barrier

to obtaining the correct power of log t in these results lies within Proposition 1, the container-type

result of Kohayakawa, Lee, Rödl and Samotij [15]. We refer the interested reader to [16] for more on

this issue.
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[16] S. Mattheus and J. Verstraëte, The asymptotics of r(4, t), to appear in Ann. of Math.
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