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Abstract

A graph H is said to be positive if the homomorphism density tH(G) is non-negative for all
weighted graphs G. The positive graph conjecture proposes a characterisation of such graphs,
saying that a graph is positive if and only if it is symmetric, in the sense that it is formed by
gluing two copies of some subgraph along an independent set. We prove several results relating
to this conjecture. First, we make progress towards the conjecture itself by showing that any
connected positive graph must have a vertex of even degree. We then make use of this result to
identify some new counterexamples to the analogue of Sidorenko’s conjecture for hypergraphs. In
particular, we show that, for r odd, every r-uniform tight cycle is a counterexample, generalising
a recent result of Conlon, Lee and Sidorenko that dealt with the case r = 3. Finally, we relate
the positive graph conjecture to the emerging study of graph codes by showing that any positive
graph has vanishing graph code density, thereby improving a result of Alon who proved the same
result for symmetric graphs. Our proofs make use of a variety of tools and techniques, including
the properties of independence polynomials, hypergraph quasirandomness and discrete Fourier
analysis.

1 Introduction

Given a graph H, the homomorphism density tH(W ) of the graph H in the kernel, i.e., the bounded
measurable symmetric function, W : [0, 1]2 → R is defined by

tH(W ) =

∫
[0,1]V (H)

∏
ij∈E(H)

W (xi, xj) dµ
V (H),

where µ is the Lebesgue measure on [0, 1]. Our concern here will be with a fundamental question
about this functional first raised by Lovász [18], namely, which graphs H are positive in the sense
that tH(W ) ≥ 0 for all kernels W?

One class of positive graphs H comes from a special type of involutary automorphism. An
automorphism φ of H is a cut involution if there exists a partition L ∪ R ∪ F of V (H) with F a
vertex cut separating L and R such that φ maps L and R to each other and fixes F . If the fixed
point set F contains no edges of H (i.e., it is a stable set), then the cut involution φ is said to be
a stable involution. If H has such a stable involution, a simple application of the Cauchy–Schwarz
inequality shows that tH(W ) ≥ tH[L∪F ](W )2 for all kernels W , so the existence of a stable involution
automatically implies positivity. The positive graph conjecture [5] states that the converse is also
true.
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Conjecture 1.1 (Conjecture 1 in [5]). A graph H is positive if and only if it has a stable involution.

This conjecture can be seen as an analogue for H-densities of kernels of Hilbert’s 17th problem,
which asked if any non-negative polynomial can be expressed as a sum of rational squares. To bear
out the analogy, we note that the positive graph conjecture is just asking if every positive graph
is a ‘square’ formed by gluing two copies of some subgraph along a (possibly empty) independent
set. Some evidence that proving the conjecture may be delicate comes from a result of Hatami and
Norine [16] stating that homomorphism inequalities of the form α1tH1(W ) + · · · + αktHk

(W ) ≥ 0
for some α1, . . . , αk ∈ R and graphs H1, . . . ,Hk that hold for all graphons W (i.e., all non-negative
kernels) are not necessarily representable as sums of squares. In fact, in this level of generality,
the problem of deciding whether a given linear combination of homomorphism densities is always
non-negative becomes undecidable (see also [4] for a more recent undecidability result for the kernel
case).

Perhaps because of such difficulties, there has been very little progress on the positive graph
conjecture since it was first stated more than a decade ago. The original paper on the subject, by
Antoĺın Camarena, Csóka, Hubai, Lippner and Lovász [5], contains a number of interesting partial
results, including a proof of the conjecture for trees. Since then, the only significant progress was
in a paper of Sidorenko [23], who relates the conjecture to its natural hypergraph generalisation.
This result, which plays an important role in our proofs, will be discussed in more detail below.
We first state a result which makes one more small step towards the conjecture.

Theorem 1.2. Every connected positive graph contains a vertex of even degree.

To see how this connects to Conjecture 1.1, observe that if the conjecture is true for some graph
H, then every vertex in the fixed point set F of the stable involution of H must have even degree,
so, provided H is connected, at least one vertex has even degree. Theorem 1.2 shows that this
conclusion holds for positive graphs without first proving the conjecture. Perhaps surprisingly, the
proof of Theorem 1.2 makes use of some properties of independence polynomials.

To state the aforementioned result of Sidorenko [23] more precisely, let us first generalise the
homomorphism density to r-uniform hypergraphs (or r-graphs) H and bounded measurable sym-
metric functions W : [0, 1]r → R, which we call r-kernels, by setting

tH(W ) =

∫
[0,1]v(H)

∏
i1i2···ir∈E(H)

W (xi1 , xi2 , . . . , xir) dµv(H).

As for graphs, an r-graph H is positive if tH(W ) ≥ 0 for all r-kernels W . For r odd, Sidorenko’s
result establishes a close connection between the positivity of r-graphs and that of the corresponding
Levi graph, where, given an r-graph H, its Levi graph L(H) is its bipartite edge-vertex incidence
graph. That is, L(H) has vertex set V (H) ∪ E(H) with {v, e} an edge if and only if v ∈ e.

Theorem 1.3 (Theorem 1.2 in [23]). If r ≥ 3 is an odd integer and H is an r-graph, then H is
positive if and only if its Levi graph L(H) is positive.

Combining this with our Theorem 1.2, we obtain the following corollary.

Corollary 1.4. If r ≥ 3 is an odd integer and H is an r-graph where every vertex in H has odd
degree, then H is not positive.

In particular, this result applies to C(r)` , the r-uniform tight cycle with vertex set {1, 2, . . . , `}
and edges {i, i+ 1, . . . , i+ r−1} for all i = 1, 2, . . . , `, where addition is taken mod `, showing that,

for any r ≥ 3 odd and any ` ≥ r, C(r)` is not positive.
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Despite its seeming simplicity, Corollary 1.4 already allows us to prove some new results about
the hypergraph generalisation of Sidorenko’s conjecture. For graphs, this celebrated conjecture [21,
22], which remains wide open (see, for example, [8] and its references), states that tH(W ) ≥
tK2(W )e(H) for any bipartite graph H and any graphon W . The natural hypergraph analogue,
which states that tH(W ) ≥ tKr(W )e(H) for any r-partite r-graph H and any r-graphon W (i.e., any
non-negative r-kernel), is false, as was shown already by Sidorenko [22].

However, it is still interesting to ask which r-graphs satisfy Sidorenko’s conjecture. For the sake
of brevity, let us say that an r-graph H is Sidorenko if tH(W ) ≥ tKr(W )e(H) for all r-graphons
W . Very recently, Conlon, Lee and Sidorenko [9] showed that if an r-partite r-graph H is not
Sidorenko, then it is possible to improve the lower bound for the extremal number ex(n,H) of H,
the maximum number of edges in an H-free r-graph with n vertices, by a polynomial factor over
the classical bound coming from the probabilistic deletion method. In turn, by a result of Ferber,
McKinley and Samotij [12], this implies an optimal bound on the number of H-free r-graphs with
n vertices along an infinite sequence of values of n.

Motivated by these applications, several new examples of non-Sidorenko hypergraphs were found
in [9], including all linear r-graphs of odd girth and all 3-uniform tight cycles. Here, by combin-
ing Corollary 1.4 with extra ideas involving quasirandomness, we extend this latter result by showing
that r-uniform tight cycles are not Sidorenko for any odd r.

Theorem 1.5. If r ≥ 3 is odd and ` > r, then C(r)` is not Sidorenko.

Our methods also allow us to give a short alternative proof of another result from [9], namely,
that the grid r-graph Gr with vertex set [r]2 where each row {(i, j) : j ∈ [r]} and each column
{(i, j) : i ∈ [r]} forms an edge is not Sidorenko for odd r. The result proved in [9] is actually
somewhat stronger, saying that Gr is not common for odd r. However, since the question of
whether G3 is Sidorenko was raised by Gowers and Long [15], we felt that it was worth noting the
simpler proof.

Theorem 1.6. If r ≥ 3 is odd, then the grid r-graph Gr is not Sidorenko.

Our last main result connects Conjecture 1.1 to a problem of Alon [2] that arose from the
emerging study of graph codes (see [3] for much more on questions of this type). Let dH(n) be the
maximum cardinality of a family of graphs on [n] without two members whose symmetric difference

is a copy of H, where we normalise by dividing out a factor of 2(n2), the total number of labelled
graphs on n vertices. The particular problem raised by Alon asks for a classification of those graphs
H for which dH(n) = o(1). He suggested that perhaps dH(n) = o(1) for any graph with an even
number of edges and observed that this is indeed true for linear codes (see also [24]). He also
showed that every graph H with a stable involution satisfies dH(n) = OH(1/n). Here we show that
the same conclusion holds for all positive graphs, thereby generalising Alon’s result.

Theorem 1.7. Every positive graph H satisfies dH(n) = OH(1/n).

Of course, if Conjecture 1.1 is true, then this result is equivalent to Alon’s theorem. But if not,
it is a strictly stronger result than Alon’s. Our own interpretation of the result is that it gives yet
more evidence for the truth of the positive graph conjecture.

2 Even-degree vertices in positive graphs

Following [10], we define the independence polynomial IH(x) of a graph H to be

IH(x) =
∑
k≥0

ik(H)(−x)k,
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where ik(H) denotes the number of independent sets of order k in H. To prove Theorem 1.2,
the statement that every connected positive graph has a vertex of even degree, we make use of a
classical fact about independence polynomials.

Theorem 2.1. If H is a connected graph with at least one edge, then the root of IH(x) of smallest
absolute value is real, simple and lies in (0, 1).

Apart from the simplicity of the root, Theorem 2.1 follows from Theorems 2 and 3 in [13]. We
refer the interested reader to [10] for a modern overview as well as a proof of simplicity, though we
note that this was first proved in [14].

Proof of Theorem 1.2. Suppose that H is a connected graph with no even-degree vertices. Let
α > 0 be a constant to be determined later and let W be the kernel defined by

W (x, y) =


0 if x, y ∈ [0, α],

1 if x, y ∈ (α, 1] and

−1 otherwise.

This is a weighted variant of the looped graph G = such that tH(G) counts the (normalised)
number of independent sets. Then

tH(W ) =
v∑
k=0

ik(H)(−α)k(1− α)v−k

= (1− α)v
v∑
k=0

ik(H)

(
− α

1− α

)k
= (1− α)vIH

(
α

1− α

)
,

where v = |V (H)|. Indeed, the term ik(H)(−α)k(1−α)v−k captures the cases where an independent
set I of order k is embedded into [0, α] and the other vertices are mapped into (α, 1], where the
m =

∑
v∈I degH(v) crossing edges contribute the weight (−1)m = (−1)k. This last identity is where

we use the fact that all of the vertices have odd degree. Now consider the simple root β ∈ (0, 1) of

IH(x) given by Theorem 2.1. By taking α/(1− α) sufficiently close to β, one can make IH

(
α

1−α

)
negative. Therefore, H is not positive.

3 Non-Sidorenko hypergraphs

In this section, we prove our results about non-Sidorenko hypergraphs. However, before getting
to the proofs themselves, we need to say a little about quasirandom sequences of hypergraphs and
establish a weak counting lemma relative to such sequences.

3.1 Quasirandom sequences of hypergraphs

A sequence of graphs (Gn) with |V (Gn)| → ∞ is quasirandom, in the sense of Chung, Graham and
Wilson [6], if p = limn→∞ tK2(Gn) exists and the kernel Un := Gn − p satisfies∫

Un(x, y)g(x)h(y)→ 0

as n tends to infinity for any bounded measurable functions g, h : [0, 1] → R. In the language of
graph limits, this is equivalent to saying that Un converges to the uniform graphon p. In a sense,
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the whole point of graph limits is that one can work with the limit object rather than with the
converging sequence, so one might now expect us to discard the converging sequence. However, for
technical reasons which we will say more about below, it will be better to work with the sequential
definition when we generalise the notion of quasirandomness to hypergraphs.

For r-graphs with r ≥ 3, there are many different notions of quasirandomness, each of which
is identified with a family Q of non-empty proper subsets of [r]. A sequence of r-graphs (Gn) is
Q-quasirandom if p = limn→∞ tKr(Gn) exists and the r-kernel Un := Gn − p satisfies∫

Un(x1, . . . , xr)
∏
Q∈Q

gQ(xQ)→ 0 (1)

as n → ∞ for any bounded measurable functions gQ : [0, 1]Q → R. For brevity, we say that a
sequence of r-kernels (Un) is balanced if their averages tend to zero, i.e., tKr(Un) → 0 as n tends
to infinity. Generalising the definition above, we say that a balanced sequence (Un) of r-kernels is
Q-quasirandom if (1) holds for any bounded measurable functions gQ : [0, 1]Q → R.

We may now remark that the reason we use converging sequences of r-kernels (Un) in our
definitions rather than single r-kernels is because the space of r-kernels is not sequentially compact.
To compactify the space, one should instead use an appropriately symmetric space of bounded
measurable functions with 2r − 2 variables (see, for example, [25] for more details). However, we
make use of r-kernels because they are both simpler to use and sufficient for our purposes.

Each different notion of quasirandomness admits a corresponding counting lemma to some
extent. For instance (see [17]), if Q consists of all the singleton sets, then every linear r-graph H
has the random-like count tH(Gn) = (1± o(1))tKr(Gn)e(H) in every Q-quasirandom graph sequence
(Gn).

What we will need for our results is a weaker condition than saying that there is a random-like
count for some particular class of hypergraphs. Moreover, we will need that the class of hypergraphs
for which our counting result holds is somewhat broader than the class for which the usual counting
lemma holds. To say more, we need some terminology. Given a family Q of non-empty proper
subsets of [r], the closure of Q is the family of non-empty subsets F := {F ⊆ [r] : ∅ 6= F ⊆
Q for some Q ∈ Q}. We then say that an r-graph H is Q-vanishing if there exists an edge e∗ such
that the other edges e 6= e∗ intersect e∗ in such a way that there exists an injective homomorphism
from the hypergraph {e∗ ∩ e : e ∈ E(H)} on e∗ to the closure of Q on [r]. Our counting lemma is
now as follows.

Lemma 3.1. If H is a Q-vanishing r-graph, then limn→∞ tH(Un) = 0 for any Q-quasirandom
balanced sequence of kernels (Un).

The following example gives some sense of the difference between this and the usual counting
lemma.

Example 3.2. Let H be the graph obtained by adding a pendant leaf to a 4-cycle. Then the
random-like count tH(W ) = tK2(W )5 holds if and only if W is quasirandom, i.e., W is constant
a.e. On the other hand, H is Q-vanishing for Q = {{1}}, since the leaf edge intersects the other
edges on one end only. Hence, in this case, Lemma 3.1 is just saying that limn→∞ tH(Un) = 0
for any balanced sequence of kernels (Un) with

∫
Un(x, y)g(y)dy → 0 as n → ∞ for any bounded

measurable function g : [0, 1]→ R, which is straightforward to verify.

Proof of Lemma 3.1. By relabelling vertices, we may assume that e∗ = [r]. We may also relabel the
vertex set of Q by using the injective homomorphism φ from the hypergraph {[r] ∩ e : e ∈ E(H)}
to the closure of Q, so that every [r] ∩ e, e ∈ E(H), is contained in some Q ∈ Q.
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Fixing all variables other than x1, . . . , xr in
∏
i1i2···ir∈E(H) Un(xi1 , . . . , xir) gives a function of

the form

Un(x1, . . . , xr)
∏
Q∈Q

gQ(xQ), (2)

as each Un(xe), e ∈ E(H), is a function of x[r]∩e, which can be seen as a function of xQ for some
Q ∈ Q containing [r] ∩ e. Averaging (2) over (x1, . . . , xr) then gives the desired conclusion.

In order to verify the Q-quasirandomness of sequences of r-graphs or r-kernels, we will make
use of the following result.

Theorem 3.3. Let (Gn) be a sequence of r-graphs such that tKr(Gn) converges to p ∈ [0, 1] and let
Un := Gn − p. For Q ⊆ P[r] \ {∅, [r]}, there exists an r-graph H = HQ such that the following are
equivalent:

(a) tH(Gn)→ pe(H) as n tends to infinity;

(b) tH(Un)→ 0 as n tends to infinity;

(c) (Un) is a Q-quasirandom sequence.

Proof. The conditions (a), (b) and (c) are equivalent to MINQ,p, DEVQ,p and WDISCQ,p in [1],
respectively, all of which are shown to be equivalent there.

The construction of HQ given in [1] uses a ‘doubling’ operation, but, following [7], it can also
be described explicitly as follows. Set q = |Q| and let M be the r × q ‘flipped’ incidence matrix
between [r] and Q, i.e., Mij = 0 if i ∈ [r] is contained in the jth set in Q and otherwise Mij = 1.
For each i ∈ [r], let

Vi = {v ∈ {+1,−1, 0}q : vj = 0 if Mij = 0 and vj 6= 0 otherwise}.

That is, Vi consists of all vectors obtained by possibly flipping the signs of some of the 1-entries in
the ith row vector. Then HQ is the r-partite r-graph on the disjoint union of all the Vi where r
vectors v(1), . . . , v(r) with v(i) ∈ Vi form an edge if there exists v ∈ {+1,−1}q such that v(i) and v
agree on all non-zero coordinates of v(i). Observe that each Vi is of order 2q−degQ(i) and there are
2q edges in total, each of which corresponds to a vector in {+1,−1}q.

Example 3.4. Let Q = {{1, 2}, {3}}. Then HQ is isomorphic to the 3-graph with vertex set
{x1, x2, y1, y2, z1, z2} whose edges are xiyizj , i, j ∈ {1, 2}. Following Erdős [11], we may define a
sequence of Q-quasirandom 3-graphs by letting Gn be the 3-graph with n vertices whose edges are
the directed 3-cycles of the uniform random tournament with n vertices. Then the edge density
of Gn converges to 1/4 with high probability. Moreover, one can verify the fact that (Gn) is
Q-quasirandom by using Theorem 3.3. Indeed, the expected number of copies of HQ in Gn is
(1±o(1))n6(1/2)8, where the factor (1/2)8 comes from the probability that, given an orientation of
x1y1 and x2y2, the eight pairs xizj and yizj , i, j = 1, 2, are directed in the unique way that makes
four directed 3-cycles. Thus, tHQ

(Gn) converges to (1/4)4, proving that Gn is Q-quasirandom.
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3.2 Non-Sidorenko hypergraphs from quasirandom perturbations

One way to try to disprove Sidorenko’s conjecture for a given hypergraph H is by looking at local
perturbations of the uniform graphon 1. That is, we try to show that tH(1 + εW ) can be smaller
than 1 for some r-kernel W with tKr(W ) = 0. For graphs, it is known that this approach cannot
work, since all bipartite graphs are locally Sidorenko, a result of Lovász [19]. For hypergraphs,
the strategy has been more successful, with many of the counterexamples in [9] coming from this
technique. However, we are still far from a classification of those hypergraphs which are locally
Sidorenko, in part because the expanded form

tH(1 + εW ) = 1 +
∑
∅6=F⊆H

tF (W )εe(F) (3)

contains exponentially many terms that can potentially interact with one another. We overcome
this difficulty here by making use of quasirandom perturbations.

Proposition 3.5. Let H be an r-graph with a non-positive subgraph G. If there exists a sequence
(Un)∞n=1 of r-kernels such that limn→∞ tF (Un) = 0 for all subgraphs F ⊆ H with 0 < e(F) ≤ e(G)
except G and limn→∞ |tG(Un)| > 0, then H is not Sidorenko.

Proof. Let ` := limn→∞ tG(Un) and suppose first that ` > 0. Let W be an r-kernel such that
tG(W ) < 0 and let Wn := W ⊗ Un. That is, Wn is the tensor product of W and Un, whose key
property is that tF (Wn) = tF (W )tF (Un) for all r-graphs F . Then the expansion formula (3) gives

tH(1 + εWn) = 1 +
∑
∅6=F⊆H

tF (Un)tF (W )εe(F).

The right-hand side converges to 1 + ` · tG(W )εe(G) + O(εe(G)+1) as n tends to infinity, where
` = limn→∞ tG(Un). On the other hand, tKr(1 + εWn) = 1 + ε · tKr(Un)tKr(W ) converges to 1 as n
tends to infinity. Therefore, for ε sufficiently small, there exists some n0 such that tH(1 + εWn) <
tKr(1 + εWn)e(H) for all n ≥ n0.

If ` < 0, then we can simply observe that the limit of tH(1 + εUn) is 1 + ` · εe(G) + O(εe(G)+1),
which is smaller than 1, the limit of tKr(1 + εUn), for ε sufficiently small.

Our first application of Proposition 3.5 is the following result. Together with [23, Proposi-
tion 1.5], which states that the grid graph Gr is not positive for odd r ≥ 3, this implies Theorem 1.6.

Theorem 3.6. If H is a connected linear r-graph which is 2-regular and non-positive, then H is
not Sidorenko.

Proof. For convenience in the proof, we will work over the measure space {−1,+1}r with uniform
measure instead of over [0, 1]r. Let U(x1, . . . , xr) = x1x2 · · ·xr. Then

tF (U) = E

 ∏
v∈V (F)

x
degF (v)
v

 ,
which evaluates to 1 if all of the degrees are even and 0 otherwise. Thus, tF (U) = 0 for any
non-empty proper subgraph F of H, whereas tH(U) = 1. Taking G = H and Un = U for all n
in Proposition 3.5 then concludes the proof.
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In what follows, we will apply Proposition 3.5 by first picking a family Q of subsets of [r] for
which all proper subgraphs ofH are Q-vanishing. If we then take a Q-quasirandom sequence (Un) of
r-kernels, Lemma 3.1 implies that limn→∞ tH(Un) = 0 for all proper subgraphs F of H. Therefore,
in order to conclude from Proposition 3.5 that H is not Sidorenko, it only remains to verify that
tH(Un) converges to a non-zero number, for which we can often execute a hands-on calculation.

In the proof of Theorem 3.6, the function U is (r − 1)-codegree-regular, meaning that∫
U(x1, . . . , xr)g(x[r]\i) = 0

for every i ∈ [r] and every bounded measurable g : [0, 1]r−1 → R, where x[r]\i denotes the vector
formed from x by removing the ith coordinate. Therefore, Un = U is Q-quasirandom for Q =
{[r − 1]}, enough to imply that F is Q-vanishing for every proper subgraph of H. However,
crucially, H is not itself Q-vanishing, so we could apply Proposition 3.5 to conclude that H is
not Sidorenko. If we had instead taken Q = {{i} : i ∈ [r]}, then Q-quasirandom means weak
quasirandomness in the sense of [17], which is too strong because then even H itself is Q-vanishing.

Our proof of Theorem 1.5, the statement that C(r)` is not Sidorenko for any odd r ≥ 3, makes
use of sequences of quasirandom r-graphs defined using random higher-order tournaments that
were introduced by Reiher, Rödl and Schacht [20]. As a gentle introduction to these ideas, we first
give a new proof of the particular case r = 3 of Theorem 1.5 proved in [9], as it only uses random

tournaments rather than their higher-order generalisations. Since C(3)` is only tripartite if ` is a
multiple of 3, it will suffice to consider the case where ` = 3k.

Proposition 3.7. If k ≥ 2, then the tight cycle C(3)3k is not Sidorenko.

Proof. We will use the 3-graph sequence (Gn) described in Example 3.4, which is Q-quasirandom

with Q = {{1, 2}, {3}}. Suppose that the vertices of C(3)3k have been labelled by the elements of
[3k] in such a way that {i, i + 1, i + 2} is an edge for all i ∈ [3k], where addition is taken modulo

3k. Given a non-empty proper subgraph F of C(3)3k , let {i, i+ 1, i+ 2} be a missing edge such that
e = {i − 1, i, i + 1} ∈ E(F). Then all other edges intersect e on a subset of either {i − 1, i} or
{i + 1} and, hence, F is Q-vanishing. By Lemma 3.1, if we set Un = Gn − 1/4, it follows that
limn→∞ tF (Un) = 0.

Setting H = C(3)3k , we claim that limn→∞ tH(Un) is non-zero. As

tH(Gn) = tH(Un + 1/4) =
∑
F⊆H

tF (Un)(1/4)3k−e(F) → lim
n→∞

tH(Un) + (1/4)3k,

it will suffice to prove that tH(Gn) converges to a number distinct from (1/4)3k.

Suppose that φ : [3k] → [n] is an injective homomorphism from C(3)3k to Gn. In the random
tournament that produces Gn, if (φ(1), φ(2)) is a directed edge, then every (φ(i), φ(i + 1)) and
(φ(i + 2), φ(i)) must also be directed edges for all i ∈ [3k]. This event occurs with probability
(1/2)6k. Adding in the other case where (φ(2), φ(1)) is a directed edge in the tournament and using
standard concentration inequalities, we see that tH(Gn) = (2± o(1))(1/4)3k with high probability.
Thus, tH(Gn) converges to 2(1/4)3k rather than (1/4)3k.

Since C(3)3k is non-positive by Corollary 1.4, an application of Proposition 3.5 with Un and G = H
completes the proof.

Following [20], we define an (r − 1)-uniform tournament (or (r − 1)-tournament) to be the

complete (r−1)-graph K(r−1)
n together with an orientation σ(T ) of each edge T ∈

(
[n]
r−1
)
. Informally,
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an orientation is just an assignment of ±1 to each edge. More formally, we map the set of all even
permutations of T (with the elements of T written in increasing order corresponding to the identity
permutation) to either +1 or −1 and the odd permutations of T to the opposite number.

We may also assign ±1-values to each subset S = T \ {v} of order r− 2 in T by considering the
permutation of T that orders the elements of S in the same order as [n] and places v at the end and
assigning S the same ±1-value as this permutation. We call this the T -sign of the (r− 2)-subset S
and denote it by σT . For example, if r = 3, the T -sign of a vertex v indicates whether the edge T
is directed towards v or away from it.

Given a set R ⊆ [n] of order r and S ∈
(
R
r−2
)
, the R-weight of S is given by the sum of the

T -signs of S over all T ∈
(
R
r−1
)

containing S. As there are only two choices for such a T ∈
(
R
r−1
)
,

the weight is either +2, −2 or 0. When r = 3, the R-weight of a vertex counts the outdegree minus
the indegree of a vertex in the given orientation of the edges of the triangle induced on R.

Let G(Tn) be the r-graph whose edges are those r-subsets R of [n] such that the R-weight of
each (r−2)-subset S ⊆ R is zero. Note that this clearly generalises the construction using directed
3-cycles that we employed in the r = 3 case. We now prove some facts about G(Tn) if Tn is the
uniform random (r − 1)-tournament where the orientation of each edge is chosen uniformly at
random.

Lemma 3.8. If Tn is the uniform random (r− 1)-tournament, then G(Tn) has the following prop-
erties:

(i) ETn [tKr(G(Tn))] = 21−r + o(1);

(ii) if H is an r-graph for which there is an ordering e1, e2, . . . , em of the edges such that {ei∩ ej :
j < i} contains at most one set of order r− 1 for each ei, then ETn [tH(G(Tn))] = 2(1−r)e(H) +
o(1).

Proof. Once the orientation of one (r − 1)-subset T ⊆ R is fixed, there is a unique way to give
orientations to the other (r− 1)-subsets so that R ∈ E(G(Tn)). Indeed, every (r− 1)-subset of R is
obtained by exchanging one element x of T with the unique element y ∈ R \ T . Since the (r − 2)-
subset R \ {x, y} already has a fixed T -sign, T ′ = T \ {x}∪ {y} must assign the opposite T ′-sign to
R \ {x, y}, so the extension, if it exists, must be unique. The existence of an extension follows from
the simple fact that there is an orientation of all T ∈

(
R
r−1
)

such that the R-weight of each S ∈
(
R
r−2
)

vanishes. Indeed, if R = [r], one may take the orientation where σ(1 2 . . . î . . . r) = (−1)r−i or its
negative.

The (r − 1)-uniform tournament decides the orientation of each (r − 1)-subset independently
at random, so, once an orientation of any particular (r − 1)-set T is fixed, the probability that an
r-set R ⊇ T becomes an edge is 21−r, since we need that each of the r − 1 other (r − 1)-subsets of
R receives the ‘correct’ orientation. Therefore, the expectation of tKr(G(Tn)) is 21−r + o(1), where
the o(1)-term accounts for degeneracies.

To prove (ii), it is enough to fix a set of order |V (H)| in [n] and show that the probability
it spans a labelled copy of H is 2(1−r)e(H). We will use induction on e(H) to show this, noting
that the base case follows from (i). Consider H′ := H \ em. By induction, the probability that H′
appears on V (H) is 2(1−r)(e(H)−1). If em does not intersect any other edges on a set of order r− 1,
then, as above, the probability that em is an edge of G(Tn) is 21−r independently of all other edges,
completing the induction in this case. If instead em has an intersection em ∩ ej of order r− 1 with
some other edge ej , then only the orientation of this intersection is fixed, while the orientation of
the remaining (r − 1)-subsets of em is yet to be determined. Therefore, the probability that em is
an edge of G(Tn) is again 21−r independently of all other edges, completing the induction and the
proof.
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In order to carry out our scheme, we need to verify that the sequence of r-graphs (G(Tn))
arising from a sequence (Tn) of uniform random (r − 1)-tournaments is Q-quasirandom with high
probability for some appropriate choice of Q.

Corollary 3.9. If (Tn) is a sequence of uniform random (r − 1)-tournaments with |V (Tn)| = n,
then, with high probability, (G(Tn)) is Q-quasirandom for Q = {[r − 1]} ∪

(
[r]
r−2
)
.

Proof. Let H = HQ be the hypergraph given by Theorem 3.3. Enumerate Q as {Q1, . . . , Qq}.
Then, as described below Theorem 3.3, H can be taken to be the r-partite graph with r-partition
V1 ∪ · · · ∪ Vr, where

Vi = {v ∈ {+1,−1, 0}q : vj = 0 if i ∈ Qj and vj 6= 0 otherwise}

and each edge e ∈ E(H) consists of r vectors v(1), . . . , v(r), v(i) ∈ Vi, that agree on all non-zero
coordinates. In particular, simultaneously flipping the sign of the same set of coordinates in each
of v(1), . . . , v(r) maps an edge e to another edge e′. If two edges e and e′ share r − 1 elements,
then this means that flipping the sign of some coordinate j leaves r − 1 of the vectors unchanged.

Thus, the corresponding entries v
(i1)
j , . . . , v

(ir−1)
j must all be zero. But this can only happen for the

coordinate which corresponds to [r−1]. Hence, H satisfies the condition of part (ii) of Lemma 3.8, so
ETn [tH(G(Tn))] = 2(1−r)e(H) + o(1). By standard concentration inequalities, (tH(G(Tn))) converges
to 2(1−r)e(H) with high probability, so Theorem 3.3 shows that (G(Tn)) is Q-quasirandom.

We are finally in a position to prove Theorem 1.5, which we again recall states that C(r)` is not

Sidorenko for any odd r ≥ 3 and ` > r. Note that C(r)` is only r-partite if ` is a multiple of r, so we
can assume without loss of generality that we are in that case.

Proof of Theorem 1.5. Let (Gn) := (G(Tn)) be the Q-quasirandom sequence of r-graphs given
by Corollary 3.9 with Q = {[r − 1]} ∪

(
[r]
r−2
)
. To check that any proper non-empty subgraph

of C(r)rk is Q-vanishing, it is enough to look at an edge e ∈ E(C(r)rk ) that intersects a missing edge on
a subset of order r − 1. But the hypergraph on e consisting of the possible intersections e ∩ e′ of
e with other edges e′ in the subgraph is, after possibly relabelling, contained in the closure of Q,
confirming that the subgraph is Q-vanishing.

Write C = C(r)rk and p = 21−r for brevity. Since Corollary 1.4 implies that C is not positive, in
order to apply Proposition 3.5, it only remains to prove that tC(Un) does not converge to zero for
Un = Gn − p. Since

tC(Gn)− pe(C) = tC(Un + p)− pe(C) =
∑
∅6=F⊆C

tF (Un)pe(C)−e(F)

and every term in the sum except tC(Un) converges to zero, tC(Un)→ 0 if and only if tC(Gn)→ pe(C).
It therefore suffices to prove that tC(Gn) does not converge to pe(C). To this end, setting ` := rk

for brevity, let us compute the probability that there is a copy of C on [`] with {i, i+1, . . . , i+r−1}
an edge for every i ∈ [`], where addition is taken modulo `. In particular, e = [r] is one of the edges
of our possible copy of C. Suppose that we have exposed all of the (r−1)-subsets that are contained
in some other edge e′ 6= e of our possible copy of C. Then the probability that we have created a
copy of C \ e is 2(1−r)(`−1) by part (ii) of Lemma 3.8. Note that, at this point, the (r − 1)-subsets
contained in e that have not yet been given an orientation are those containing both 1 and r.

Let Tj,k := {j, j+1, . . . , j+k−1} be the k consecutive integers starting from j, where addition is
taken modulo `. Recall that σ(T ) denotes the orientation of an (r−1)-set T and σT (S) the T -sign of

10



S of an (r−2)-subset S of T . If σ(T1,r−1) = +1, then σT1,r−1(T1,r−2) = +1, so, since {`, 1 . . . , r−1} is
an edge of Gn, we must have σT`,r−2

(T1,r−2) = −1, which in turn implies that σ(T`,r−2) = (−1)r−1.

Repeating this procedure, we see that σ(T`−1,r−3) = (−1)2(r−1), σ(T`−2,r−4) = (−1)3(r−1), . . . ,
σ(T2,r+1) = (−1)(`−1)(r−1). But then σT1,r−1(T2,r−1) = (−1)r−2 and σT2,r(T2,r−1) = (−1)(`−1)(r−1)

and, using that ` = rk, we see that these have opposite signs, a necessary and sufficient condition
for us to be able to orient the remaining (r − 1)-subets of e. Therefore, if we get a consistent
orientation for the r− 2 remaining (r− 1)-subsets of e, which occurs with probability 22−r, we get
a copy of C. In total, multiplying by 2(1−r)(`−1), the probability of a labelled copy of C on vertex
set [`] is 21+(1−r)`. By standard concentration inequalities, we see that tC(Gn) = 21+(1−r)` + o(1)
with high probability and this is indeed larger than the random bound pe(C) = 2(1−r)`.

The results of this section also extend to grids and tight cycles of even uniformity at least 4,
in the sense that if any of these hypergraphs can be shown to be non-positive, then our arguments
imply that they are also non-Sidorenko. If one assumes the positive graph conjecture, then one can
check that these hypergraphs are indeed non-positive. We leave it as an open problem to find a
proof of non-positivity that does not make use of this considerable assumption.

4 Graph codes

Let FKn
2 be the vector space of all graphs on vertex set [n], where the edge set of the sum of two

graphs is given by the symmetric difference of the summand edge sets. For a function f : FKn
2 → R,

its Fourier transform f̂ : FKn
2 → C is defined by

x 7→ 1

|FKn
2 |

∑
y∈FKn

2

(−1)x
T yf(y) =

1

|FKn
2 |

∑
y∈FKn

2

(−1)

∑
e∈([n]

2 )
xeye

f(y).

Recall, from the introduction, that dH(n) is the maximum proportion of graphs on [n] in an H-code,
a family without two members whose symmetric difference is a copy of H. The following result
gives a Fourier bound on this graph code density.

Lemma 4.1. Let H be a graph and, for n ∈ N, let Bn be the set of copies of H in FKn
2 . Then

dH(n) < −(|FKn
2 |/|Bn|) min

y∈FKn
2

1̂B(y).

Proof. Let A ⊆ FKn
2 be an H-code and let B := Bn be the set of copies of H. We can express the fact

that A+A does not intersect B as saying that the inner product 〈1A ∗1A, 1B〉 = Ex1A ∗1A(x)1B(x)
is 0, where f ∗ g denotes the convolution

f ∗ g(x) = E
y∈FKn

2
f(y)g(x− y) = E

y∈FKn
2
f(y)g(x+ y).

Using Parseval’s identity and the well known fact that the Fourier transform of f ∗ g is f̂ · ĝ, we
deduce that1

〈1A ∗ 1A, 1B〉 = 〈1̂A
2
, 1̂B〉 =

∑
x∈FKn

2

1̂A(x)21̂B(x) ≥ 1̂A(0)21̂B(0) +
(

min
y∈FKn

2

1̂B(y)
) ∑
x∈FKn

2
x 6=0

1̂A(x)2. (4)

Now let α := |A|/|FKn
2 |, β := |B|/|FKn

2 | and γ = min
y∈FKn

2
1̂B(y). We then have 1̂A(0)21̂B(0) = α2β

and
∑

x∈FKn
2

1̂A(x)2 = α. Hence, from (4), we can infer that α2β+γα < 0, meaning that α < −γ/β,

which proves the claim.

1Note that the inner product in Fourier space has no normalisation.
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We now give a characterisation, which may be interesting in its own right, of whether or not a
graph H is positive in terms of the Fourier coefficients of 1Bn , the indicator function of the set of
copies of H in FKn

2 .

Proposition 4.2. Let H be a graph and let B := Bn be the set of copies of H in FKn
2 . If H is

positive, then there exists C > 0 such that 1̂B(x) > −Cnv(H)−1/|FKn
2 | for all n ∈ N and all x ∈ FKn

2 .
Conversely, if H is not positive, then there exists c > 0 such that, for all sufficiently large n ∈ N,
there is x ∈ FKn

2 with 1̂B(x) < −cnv(H)/|FKn
2 |.

Proof. Let β := |B|/|FKn
2 | and suppose that there exist n ∈ N and x ∈ FKn

2 such that 1̂B(x) <
−2v(H)v(H)β/n. Consider the signed graph

W :

(
[n]

2

)
→ {±1}, uv 7→

{
−1 if uv is an edge of x,

1 if uv is not an edge of x.

Writing Aut(H) for the set of automorphisms of H, we have that

tH(W ) ≤ |Aut(H)|
nv(H)

(
|{y ∈ B : |E(x) ∩ E(y)| is even}|

− |{y ∈ B : |E(x) ∩ E(y)| is odd}|
)

+ v(H)v(H)/n

≤ 1

2|B|
∑
y∈B

(−1)x
T y + v(H)v(H)/n,

which is 1̂B(x)/2β + v(H)v(H)/n < 0, showing that H is not positive.
Conversely, if H is not positive, it follows from standard results in the theory of graph limits

that there exists a weighted graph W on vertex set [n] for some n ∈ N with weights wij ∈ [−1, 1]
and wii = 0 for i, j ∈ [n] such that tH(W ) < 0. For each k ∈ N, consider the random graph x := xk
with vertex set [kn] such that each edge uv is included with probability (1 − wπ(u)π(v))/2, where
π(u) is the residue of u after division by n. Let us denote by Xuv the indicator of the event that
the edge uv is present. Since all of these events are independent, the expectation of 1̂Bkn

(x) is

E
[
1̂Bkn

(x)
]

=
β

|Bkn|
∑
y∈Bkn

∏
uv∈E(y)

E
[
(−1)Xuv

]
=

β

|Bkn|
∑
y∈Bkn

∏
uv∈E(y)

wπ(u)π(v).

Because the proportion of non-injective maps V (H)→ [kn] becomes small for large k, the expected
value of 1̂Bkn

(x)/β converges to tH(W ) < 0, giving the required result.

Combining Lemma 4.1 and the first part of Proposition 4.2, we see that if H is positive and n
is sufficiently large, then

dH(n) < −|F
Kn
2 |
|Bn|

min
y∈FKn

2

1̂B(y) <
|FKn

2 |
|Bn|

Cnv(H)−1

|FKn
2 |

≤ 2C|Aut(H)|
n

,

concluding the proof of Theorem 1.7.
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