JULy 25 WORKSHOP - VECTORS AND MATRICES

Question 1. The system of linear equations

1121 + 1222 + a13x3 = by
a21%1 + A22%2 + az3x3 = by
a3171 + az2®2 + azzrz = b3

can be represented as the matrix equation
Ax = b,

where A is the 3 x 3 matrix with a;; as its ij-entry, x is the 3-vector with entries
[x1, 22, 23], and b is the 3-vector with entries [by, ba, b3]. The vector x is called
a solution to the system Ax = b. Furthermore, a system of equations is called
homogenous if b is the zero vector 0 (and thus each b; = 0).

(a) Show that if y and z are two solutions to a homogenous equation Ax = 0,
then y + z and ay are also solutions to the homogenous system for a € R.

(b) Show that (a) is not necessarily true if our system is not a homogenous
equation.

(¢) Show that if p is a solution to the inhomogeneous equation Ax = b, and
y is a solution to the corresponding homogenous equation Ax = 0, then
y + p is a solution to Ax = b.

(d) Consider the system
r—4y+42=7
r—y—2z=2.
20 — 3y + 62 =5

Write this system of equations as a matrix system Ax = b. Show that
p =[1,—1,0] is a solution to your matrix system.

(e) Consider the homogenous system Ax = 0. Show that y = [12,10,1] is a
solution to this homogenous system.

(f) Use (a) to show that ay is also a solution to the homogenous system
Ax = 0 for any a € R.

(g) Use (d), (f), and (c) to find infinitely many solutions to the inhomogeneous
equation Ax = b.

Question 2. For a square matrix A, we define the trace of A as the sum of the
diagonal entries of A (and write it as ¢tr(A)). Prove or disprove:

a) tr(A+ B) =tr(A) + tr(B)

b) tr(AB) = tr(A)tr(B)

c) tr(AB) = tr(BA).

Question 3. An n X n-matrix A = (a;;) is called symmetric if a;; = a;; for
all 0 <4,j < n. Further, given an n x m-matrix B = (b;;), its transpose is the
m x n-matrix BT whose i, j entry is b;;. Thus, a square matrix A is symmetric
if and only if A = AT,

a) Let A and B be two n x m matrices and a € R. Prove that (4 + B)T =
AT + BT (a- A)T = - AT and (AT)T = A



b) Prove that if A is an n X m-matrix and B is an m X p matrix, then
(AB)T = BT AT,

c¢) Show that for any n x n-matrix A, the matrices A - AT and A + AT are
symmetric.

d) Show that for any two symmetric n x n-matrices A and B, A + B is
symmetric

Question 4. Although matrix addition and multiplication follow many of the
same rules as real addition and multiplication, there are some very important
and striking differences. In particular, the existence of zero-divisors contrast
starkly with multiplication in R . A matrix A is said to be a zero-divisor if
there exists some B # 0 such that A - B = 0, where 0 is the matrix with 0 in
every entry.

(a) Prove that the 2 x 2 matrix

— N
[ I

is a zero-divisor.

(b) In general, prove that if a matrix is of the form
a a
b b |’

(¢) If A is a zero-divisor, prove that B - A is a zero-divisor for any matrix B.

then it is a zero-divisor.

(d) A matrix A is called an idempotent if A2 = A. If A is an idempotent
which is not the identity matrix, prove that A is a zero-divisor.

(e) Is is true that if A and B are both zero-divisors, then A 4+ B is also a
zero-divisor? Prove or find a counterexample.

Question 5. This question regards the Heisenberg group Hs(R), a subset of
3 x 3-matrices that is crucial in one-dimensional quantum mechanical systems.
A 3 x 3 matrix is in the Heisenberg group if it is of the form

1
0
0

o = Q
_ o0

where a,b,c € R.

(a) Show that the 3 x 3 identity matrix is an element of the Heisenberg group.

(b) Show that the Heisenberg group is closed under matrix multiplication.
That is, show that if A, B € H3(R), then A - B is also in H3(R).

(c) We can also form the discrete Heisenberg group H3(Z) by asking that the
parameters a, b, and ¢ be integers; that is, a,b,c¢ € Z. Show that, as in (a)
and (b), the discrete Heisenberg group contains the identity and is closed
under matrix multiplication.



