
Chapter 17

Advanced Topics

The detailed understanding of the onset of chaos via the period doubling cascade
allows the calculation of many interesting quantities some measurable in experi-
ment. Often the calculations involve considerable ingenuity, and described fully
each would be a lecture in itself. Here, a selection of calculations are described
briefly, and references to the original literature are given. Many of these references
are available in the book by Cvitanovi´c [1].

17.1 Chaotic behavior above the accumulation point

17.1.1 Qualitative description

Above the accumulation point of the period doubling bifurcations the dynamics
consists of 2n chaotic bands. There is completely regular jumpingbetweenthe
bands, but within each band the motion shows the characteristics of chaos and
appears to be stochastic. The regular motion between the bands gives perfectly
sharp peaks in the power spectrum; the chaotic motion within the bands adds a
broad band background, and skirts to the peaks. The survival of the sharp peaks
in the presence of the stochastic motion is reminiscent of the effect of thermal
vibrations on X-ray peaks in crystallography: the thermal fluctuations do not lead
to a cumulative uncertainty in the separation of atoms many lattice sites apart—
each atom remains in the vicinity of the lattice site of the perfect crystal—and the
X-ray peaks remain sharp. Similarly here, no matter how long the time delay, there
is no uncertainty as to which band the iteration will lie in.

The bands successively merge at values of the map parameter with separations
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Figure 17.1: Renormalization group flows extended to include starting function
above the onset of chaos.

that scale geometrically just as forR < R∞: the band merging of 2n bands leading
to 2n−1 bands occurs at values ofR(b)n given by

R(b)n − R∞ = A(b)δ−n (17.1)

with δ the samenumber as in the scaling forR < R∞. It should be noted that
many other phenomena occur between these values ofR. For example periodic
windows occur (the period 3 and period 5 windows are evident in the bifurcation
plot, but in fact windows of any period occur), and these undergo their own infinite
sequence of period doubling bifurcations. In fact near any parameter for which
the dynamics is chaotic, there is a parameter value for which the orbit is periodic.
The behavior is incredibly complicated and (17.1) focuses on just one aspect.

The qualitative aspects of the dynamics for the quadratic map fora > ac are
shown indemonstration 5.

17.1.2 RNG theory

The analog of the renormalization group theory for the period doubling bifurcations
is to look atT nf

R
(b)
n

. At R(b)n the dynamics hops between 2n bands that are just
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merging. Takingf n strobes the dynamics so that successive iterations remain
within a single band, and since the band is merging with its neighbors will just
fill the band. The rescaling operation will expand this single band to fill the unit
interval, and the final picture is reminiscent of the quadratic map ata = 4 where
the chaos fills the unit interval. This is illustrated indemonstration 6-8. In fact

lim
n→∞ T

nf
R
(b)
n
= g(+)0 (17.2)

with g(+)0 the universal band filling chaotic map. As before, properties of the

physical map can be related to universal properties of the mapg
(+)
0 through the

operationT [5],[6]. Again there is a whole sequence of universal functiong
(+)
m .

The flows are sketched in figure17.1.

17.2 Higher Dimensions

What happens if higher dimensional maps are iterated? Is the fixed point still at-
tracting, when the universality extends to higher dimensions, or does adding extra
dimensions necessarily lead to extra unstable directions, when tuning a single pa-
rameter would not lead to the function crossing the critical surface in general? This
is a crucial question for the relevance of the theory of period doubling bifurcations
to physical systems, which are almostneverdescribed by a one dimensional map.

Collet, Eckmann, and Koch [4] showed that the universal period doubling
behaviormay survive in higher dimensions. (In fact they show that if the one
parameter family of maps passes near the map (maybe after a coordinate transfor-
mation) 

x1

x2
...

xN

→

g
((
x2

1 − x2− · · · xN
)1/2)

0
...

0

 (17.3)

with g(x) the fixed point function then the “transverse directions” contract more
rapidly than theα−1 scaling of the one dimensional map, (in fact asα−2) and the
fixed point structure survives.)

Whether a particular example of a higher dimensional map will satisfy this
criterion (after sufficient functional composition etc.) is much harder to calculate,
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and the occurrence of the period doubling sequence is almost always only known
empirically. Similarly, it is very hard to predict whether a given physical system
will show the period doubling route to chaos. Usually we must be satisfied with
empirical evidence: if, say, period doubling up to period 64 is observed, then it is
likely that this behavior is controlled by the “period doubling fixed point”—why
else would so many period doubling bifurcations occur—and then it is likely that
the full sequence to chaos will be observed.

The Hénon map is a simple example that shows a period doubling cascade.
Remember the map is

xn+1 = yn + 1− ax2
n

yn+1 = bxn
. (17.4)

As b → 0, and in as much as the quadratic map at its critical value is “close to
g(x)” this falls into the form demanded by Collet, Eckman and Koch. We can
alternatively write the map as

xn+1 = 1− ax2
n + bxn−1 (17.5)

which for smallb is well approximated by the quadratic map. Definingā =
1+√1+ 4a and transformingx = Xā/a and takingb→ 0 gives

Xn+1 = −1

2
+ ā

(
1

2
−X2

n

)
(17.6)

the form of the quadratic map with the maximum atX = 0. Note also thatyn
provides a record ofxn−1 so that the plot of the H´enon map will directly mimic the
plot of the quadratic map. Thus for smallb we expect the period doubling route
to chaos. In fact this continues to hold for the “standard” valueb = 0.3. This
is illustrated indemonstrations 1-4. A crude estimate from these demonstrations
gives the values ofa for the transitions

n→ n+ 1 an an − an−1
an−an−1
an−1−an−2

2→ 4 0.912
4→ 8 1.027 .115
8→ 16 1.051 .024 4.8
16→ 32 1.0565 .005 4.8

(17.7)

showing the rough agreement with the expected ratio ofδ = 4.67.
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Figure 17.2: Effect of noise on the period doubling route to chaos.

17.3 Added noise

The addition of stochastic noise to the map dynamics acts like an additional field at
a thermodynamic transition—for example the magnetic field at the phase transition
to a ferromagnet. Intuitively we would expect the transition to be “rounded” with
high order 2n-cycles eliminated by the noise, and with a broad band component of
the power spectrum always present. In addition we might expect the transition to
chaos to occur earlier.

The addition of small amplitude noise of strengths can be treated quantita-
tively and has interesting scaling properties. The results are derived below and
summarized in figure (17.2). The onset of chaos, marked by a positive Lyapunov
exponent, is enhanced by an amountR∞ − R ∼ sγ with the exponentγ ' 0.82.
In addition the region|R∞−R| ∼ sγ can be described as noise dominated: within
this range, for example, successive orbit or band splittings are eliminated by the
noise.

We now derive these results (for more details see Crutchfield et al. [7]). With
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the noise the map dynamics becomes

xn+1 = f̄ (xn) = f (xn)+ sξn, (17.8)

whereξn is randomly±1
2 and s is the small noise strength. The first step of

functional composition now takes the form

f̄ (f̄ (x)) = f
(
f̄ (x)

)+ sξ ′
= f (f (x))+ f ′(f (x))sξ ′′ + sξ ′ (17.9)

and sinceξ ′ andξ ′′ are the noises at successive steps and are therefore independent,
they add in quadrature so that

f̄ (f̄ (x)) = f (f (x))+ s(x)ξ (17.10)

and we see that anx dependent noise strengths(x) is generated:

s(x) = s
√

1+ (f ′(f (x)))2. (17.11)

If we supposef is at the accumulation point in the absence of noise, then successive
functional composition and rescaling will bring the map to the vicinity of the fixed
pointg(x), but we expect the noise term to eventually lead to divergence from the
fixed point. Again we linearize about the fixed point and look at maps

f̄ = g + sξD(x) (17.12)

wheresD(x) is thex-dependent noise and we look for the eigenvectorD(x) and
associated eigenvalueK so that

T
[
f̄
] = g +KsξD(x). (17.13)

Performing the functional composition as in (17.9)

f̄ (f̄ (x)) = g(g(x))+ sξ
{[
g′(g(x))D(x)

]2+ [D(g(x))]2
}1/2

(17.14)

and adding the rescaling leads to the eigenvalue equation

α
{[
g′(g(x))D(x)

]2+ [D(g(x))]2
}1/2 = KD(αx). (17.15)

A simple polynomial approximation toD givesK ' 6.619.



CHAPTER 17. ADVANCED TOPICS 7

There are nowtwounstable directions at the fixed point, given byh(x) important
whenR 6= R∞, and byD(x) important with added noise. This is analogous to
a magnetic transition where the two unstable direction correspond to temperature
and magnetic field. We get two parameter scaling as is found in that case. For
example consider the case again of the Lyapunov exponent. The basic scaling of
the Lyapunov exponent is unchanged by the noise

λ
[
f̄
] = 1

2n
λ
[
T nf̄

]
. (17.16)

However putting in the two unstable directions leads to

λ
[
f̄Rm, s

] = 1

2n
λ
[
T n−p

[
g + δp−mh(x)+ BsKpD(x)

]]
, (17.17)

where we have in addition to the growth at the rateδ along h(x) (c.f. equa-
tion (16.24)), growth alongD(x) with initial amplitude proportional to the noise
strengths. Now we takem = n→∞ with n− p = q fixed

λ
[
f̄Rn, s

] = 1

2n
λ
[
T q
[
g + δ−qh(x)+ BsK−qKnD(x)

]]
(17.18)

For K = 0 this is the construction that led to 2−nλ [g0]. Absorbing universal
quantities into the definition of a scaling function81 we get

λ
[
f̄Rn, s

] = 2−n81 (A1sK
n) , (17.19)

whereA1 involves the unknownB and so is nonuniversal, but81is a universal
function (explicitly81(y) is the Lyapunov exponent of the map function

T q
[
g(x)+ δ−qh(x)+K−qD(x) y] (17.20)

which is universal becauseq is a chosen value, andg, h andD are universal
functions defined by the properties of the fixed point).

As before it is useful to rewrite the dependence onn in terms ofR∞−Rn = cδ−n
using

Kn = δn/γ ∝ (R∞ − Rn)−1/γ (17.21)

2n = δn/β ∝ (R∞ − Rn)−β

with

γ = logδ

logK
' 0.815 and β = log 2

logδ
. (17.22)
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Then we can write an expression for the dependence ofλ on the control parameter
R and the noise strengths

λ(R, s) = A2 (R∞ − R)β 82

(
A3

s

(R∞ − R)1/γ
)

(17.23)

where82 is a universal function simply related to81, andA2, A3 are nonuniversal
amplitudes. As usual it is understood that this relationship applies at a sequence of
R giving the same type of orbit (superstable, bandmerging etc). This is a typical
two scale factor scaling relationship, and the behavior depends how the limits
s → 0, R∞ − R → 0 are taken. For example, for zero noise strength (17.23)
reproduces the no noise resultλ(R, s) ∝ (R∞ − R)β (where82(0) is included in
the proportionality constant). However we see that noise becomes important for
strengths ∼ |R∞ − R|1/γ .

Sometimes a slightly different form of the scaling relationship is useful: write
82(y) = yβ83(y

−γ ) to give

λ(R, s) = A4s
u83

(
A5s
−γ (R∞ − R)

)
(17.24)

with

u = βγ = log 2

logK
' 0.34. (17.25)

The scaling equation (17.24) tells us that if we plots−uλ
[
f̄Rn, s

]
againsts−γ (R∞ − Rn)

then after we have used the freedom to fix thex andy axis scales (the non-universal
constantsA4, A5) the points should lie on asingle curvefor all noise strengthss,
Rn and map functions. In addition we can pick off various limits:

1. For zero noise strength as we have seen

λ [R, s = 0] ∝ |R∞ − R|β . (17.26)

2. ForR = R∞ we must have

lim
x→0

83(x) = const (17.27)

and then

λ [R∞, s] ∝ su. (17.28)
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3. The onset of chaos whereλ changes sign occurs for83(x) = 0 i.e. for some
particular value ofx. This then showsλ = 0 for

R∞ − Rn ∝ sγ . (17.29)

The proportionality constant is found to be positive, so the onset of chaos is
enhancedby the addition of noise of strengths, by an amount proportional
to s0.82, and at the old onset positionλ has a value that scales ass0.34. These
are the results leading to figure17.2.

17.4 Separation of points in orbit
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Figure 17.3: A crude plot of the splitting functionσ(t): the inverse of the splitting
σ−1 is plotted as a function of the fraction around the orbitt .

The basic scaling in the definition ofT corresponds to the observation that for
the superstable 2ncycles the separation between the point at the maximum and the
nearest point in the cycle (which is given by iterating half way around the cycle i.e.
2n−1 times) shrinks asn increases likeα−n. However the scaling of adjacent points
is not uniform around the cycle. For example if we iterate these neighboring points
separated bydn once, we get points separated byd2

n , since the points are iterated
through the quadratic maximum. Thus the separation of these adjacent points scale
as
(
α2
)−n

. In fact the decrease in separation withn can be expressed in terms of
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a universal functionσ of the fractional distance around the orbit. The functionσ
is complicated (in fact discontinuous at every rational), and its derivation is quite
intricate, and is discussed only briefly here. Often it is sufficient to approximate
|σ | roughly byα−1 over half the range andα−2 over the other half: this crude
approximation is shown in figure (17.3). For more details and an accurate plot see
Feigenbaum’s article [2].

More generally we define the separation scaling functionσn(t) as

σn(t) = dn+1(m)

dn(m)
with t = m

2n+1
. (17.30)

and

σ(t) = lim
n→∞ σn(t)

Thus σn(t) gives the ratio of the separation of adjacent points a number ofm

iterations from the point at the maximum as a function of the fraction around the
orbit t . Precisely we can identify

dn ≡ dn(0) = f 2n−1

Rn
(x0)− x0 (17.31)

wherex0 is the coordinate of the maximum which is zero for the shifted coordinate
used in the renormalization procedure. But we can evaluate this easily in terms of
the universal functions for largen

dn = (−α)−(n−1) g1(0). (17.32)

Similarly

dn+1 = f 2n
Rn+1

(0)− 0= (−α)−n g1(0) (17.33)

so that

σ(0) = lim
n→∞ σn(0) = −α (17.34)

which is the basic scaling result.
We can begin to investigate the dependence ont by the same procedure for a

pointm = 2n−r iterations around the orbit. Then

dn(m) = f 2n−r
Rn

(0)− f 2n−r
Rn

f 2n−1

Rn
(0) (17.35)
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since again we iterate 2n−1 times around the orbit from the starting point (itself
given by iterating 2n−r times from the maximum) to find the closest point. Relating
the functional composition to the operationT and hence introducing the universal
map functionsg gives for largem, n

dn(m) = (−α)−(n−r)
[
gr(0)− gr

(
(−α)−(r−1) g1(0)

)]
. (17.36)

Similarly dn+1(m) is given by an expression with the same prefactor (sincem and
son− r is fixed) but increasingr → r + 1 in the[ ] . This then gives

σ(t = 2−r−1) = gr+1(0)− gr+1
(
(−α)−r g1(0)

)
gr(0)− gr

(
(−α)−(r−1) g1(0)

) . (17.37)

Although already complicated, this is not the whole story, since not all points
around the orbit are given by a fraction of the formt = 2−r . More generally we
must look a the binary expansion of the fractiont = 2−r1 + 2−r2 + · · · , which
leads to an even more complicated expression, that can however be constructed in
terms of thegi . This leads to aσ(t) with the following properties:

• σ(t + 1
2) = −σ(t);

• it is universal, and given by thegi;
• |σ | is roughlyα−1 over half the range andα−2 over the other half, but is in

fact discontinuous at every rational.

17.5 Power Spectrum

Successive period doubling bifurcations bring in subharmonic peaks in the spec-
trum due the small splitting of points from the orbit before the bifurcation. The
splitting is given bydn and the power spectrum can be calculated from the knowl-
edge of this quantity. A full calculation is quite involved (see Feigenbaum [2] or
Schuster’s book for more details), but since this is an important diagnostic tool,
and was important in the historical verification of the theory, the first steps are
presented here.

For the 2n cycle the amplitude of thekth peak at frequencyωk = 2πk/2n is
given by

ank =
1

2n

2n−1∑
j=0

exp

[
−2πikj

2n

]
x(j). (17.38)
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For k odd (corresponding to the peaks that werenot present at the(n− 1)th
level) we can sum over half the cycle, and then include the second half explicitly

ank = 1
2n
∑2n−1−1
j=0 exp

[
−2πikj

2n

] [
x(j)− x(j + 2n−1)

]
,

= 1
2n
∑2n−1−1
j=0 exp

[
−2πikj

2n

]
dn(j).

(17.39)

(Fork even, the second half of the cycle would contribute with a positive sign in the
first of these expressions.) We can write down a similar expression foran+1

k which
will depend on thedn+1(j) = σn(j/2n)dn(j). However extracting the features of
the power spectrum that depend just on the universal functionσ remains intricate.
As averyrough guide we first ignore thej dependence of thedn. Then fork odd∣∣∣an+1

k

∣∣∣ ' 1

2n+1
cot

(ωk
4

)
dn+1 (17.40)

with a similar expression for
∣∣ank ∣∣. Thus we have at the new peaks

∣∣an+1(ω)
∣∣ ' 1

2

dn+1

dn

∣∣an(ω)∣∣ (17.41)

where byan(ω) we mean (since at thenth level there was no peak at this value of
frequency!) the interpolated value from the peaks that are present. To take into
account the variation ofdn+1 around the orbit, a better (but still approximate) cal-
culation shows that the correct evaluation of the ratiodn+1/dn is the mean square

splitting factor around the orbit
√

1
2

(
α−2+ α−4

)
(using the two value approxima-

tion toσ ). This then gives∣∣∣an+1
2m+1

∣∣∣ ' µ−1
∣∣∣an(2m+1)/2

∣∣∣ with µ ' 1

2

√
1

2

(
α−2+ α−4

) ' 0.1525. (17.42)

which is a 16.3dB decrease in the power|a(ω)|2 for successive subharmonics
in the spectrum. The approximate scaling of the power spectrum was verified
experimentally by Libchaber and Maurer [3] in their experiment on convection in
mercury.

The scaling of the power spectrum of the chaotic bands above the onset of
chaos can be calculated using similar arguments. The power in the broad band
component of the power spectrum is given by the scaling functionσ , since at each
band merging the dynamics is reproduced scaled by this function. IfPn is the power
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at the 2n band merging point, then again making the two-value approximation to
σ

Pn+1

Pn
= β2 ' 1

2

(
1

α2
+ 1

α4

)
' 10.8. (17.43)

Alternatively we can write this as

Pn ∝
(
R(b)n − R∞

)γ̄
with γ̄ ' logβ2/ logδ ' 1.54.

February 23, 2000
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