Physics 161: Homework 6

(February 9, 2000; due February 16)

Problems

1. One dimensional map with a power law “maximum”: Although the quadratic map is the most
natural, we can also consider maps of the unit interval with a different form of “maximum”:ag,

fx)=a [(%)p - p] : (1)

i.e. x,41 = f(x, with

You can convince yourself that functional compositions of the rffap) also have such a maximum.
The “universality class” of the subharmonic cascade route to chaos depends on the potvetimit

p = 1+ € with ¢ — 0 is convenient for analytic investigation, since éo= 0 the map reduces to the
tent map where the behavior is much simpler, with chaos developimg=ai. In the following it is
convenient to measure thecoordinate from%, and, because for smaillall the interesting dynamics
(fixed points, chaos etc.) is limited to smb&l— % , it is convenient to rescale:

x:z(x—_%)/(%—l) (2)
ooz

This leads to the maj,,1 = f(X,) with

1
x__

2

fX)=1-alXx|* . 3)

The maximum off is now atX = 0. In addition chaos develops neas= 1, and so we will introduce
the variablep = a — 1.

(a) Investigate qualitatively the bifurcation diagram and Lyapunov exponent as a funciitor tfie
maps with power law maxima = 1.2 andp = 1.5 usingldmapor your own program. (Note
that the parameters b of 1dmapare related to the parameters of Eyjlfya — a, p—1 — b.)
Now we look at the onset of chaos analytically.

(b) Show thatf?(X) defined asf (f (X)) is given by
AX) =1 —a)+a*A+e) | XM+ ... 4)
with the coefficients of all higher powers pX| proportional toe so that these terms asenall

for smalle. From now on ignore these higher order terms.

(c) Calculate properties near the accumulation point of subharmonic bifurcatiens:* by con-
structing—sf (f (—X/s)) with s a scale factor and requiring this to be in the form &’ | X |**<.
Show that this leads to= 1/(a — 1) and

a =a*(l+e€)(a— 1. (5)

If f(X) with the parameter: gives a 2 cycle then with these relationship& X) with the
parameter’ gives a 2~ cycle i.e. Eq.f) takes us successively through the parametgfsr
2" cycles for decreasing.



(d) The accumulation point* is given by settingi’ = a = a*. For smalle show thatu* = 1 + ¢*
with ¢* approximately satisfying
€e+¢"+elng*=0 (6)
(ignoring terms of ordeg? with logarithmic corrections). Solving this equation ft(¢) then
gives us the universal constantvhich is the scale factorevaluated at = a*, i.e. @ = 1/¢*.

(e) From the growth of small deviations @ffrom a* given by linearizing EqX) abouta = a*(i.e.
linearize in smalba = a — a*) we can calculaté. Show that this gives

ea* 1
§=24+— 24 — —— 7
to1 + In(1/¢*) — 1 (7)
where the last expression is good for snysil
(f) Sketch the approach af to 1 ands to 2 ase — 0. Note the nonanalytic behavior at small

(g) By looking at the first few 2 cycles numerically find crude approximationseofinds for the
maps withp = 1.2 andp = 1.5 and compare with the predictions of the expressions you have
calculated. You can uskdmapon the website or your own program. (If you are usidynap
note that clicking on a running plot will allow you to read off values of points on the plots.)

2. Correlation function for the period doubling route to chaos in the quadratic map: Thecorrelation

functionfor the iterations of a may describes the decay of correlations with map iteration number
m. Itis defined as

C(m; f) =< (xn-i-m - )E)(xn - )E) >n (8)

where<>, denotes the average over iteratienandx =< x, >, is the mean ok. C(m) is related
to the power spectrum via a Fourier transform.

It can be shown that effect of the transformatirthe functional composition plus rescaling operation
of the renormalization group approach, is

C(m; T[f]) = &*C(2m; f) ©)

where the factor of? is simply the rescaling of the two powers ofin C and there is a factor of 2
multiplying the iteration number coming from the composition. Hence we cartfind 79[ f]) for
anygq. Use this with appropriate choicesgto show:

(a) For a fixed type of orbit (e.g. at band merging) the dependence fom a fixed value of the
control parameter of the map is

C(m,R)/C(0, R) = ®(m/Tt(R)) (10)
with @ a universal function, and the “correlation time¥arying as a power law
T X |R — Roo|™ (11)

with R, the value ofR for the onset of chaos. Find the exponent
(b) ForR = R., show that the correlations decay as a power law

C(m, Ryy) ~ m P2 (12)
for largem and find the exponent,.

Useful analogies can be drawn between the scaling of the correlation function (in time) at the onset of

chaos via the period doubling cascade and the scaling of the correlation functions (in space) at second
order thermodynamic phase transitions.
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