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essentially the entire illum
ination depth.  

N
otably, 1P-SPIM

 outperform
ed 2P-LSM

  
in z -direction useful contrast up to  
~60 

m
 into the em

bryo. W
e collected 

the 2P- and 1P-SPIM
 datasets used for 

this analysis w
ith m

onodirectional illu-
m

ination to dem
onstrate the illum

ina-
tion depth lim

its; for a realistic im
aging 

application, bidirectional illum
ination 

provides com
plete coverage of the sam

ple  
(Supplem

entary Fig. 6). O
verall, we con-

clude that for im
aging of fly em

bryos, the 
penetration depth of 2P-SPIM

 is about two 
tim

es better than that of 1P-SPIM
 and is 

com
petitive w

ith that of 2P-LSM
 (being 

worse laterally but better axially).
Photodam

age propensity is a critical 
property of any live im

aging m
odality 

because it fundam
entally lim

its the acquisition speed by lim
iting 

the m
axim

um
 tolerable dosage of excitation light. For im

aging 
with 2P-excitation, previous work has shown that photodam

age 
results from

 supra-quadratic absorption processes 9; thus, lower 
laser peak intensity reduces photodam

age. W
e expected 2P-SPIM

, 
with its m

uch lower peak intensity at a given average laser power 
used for light-sheet illum

ination, to induce substantially less 
photodam

age than conventional 2P-LSM
 (the tenfold sm

aller 
illum

ination num
erical aperture yielded a 100-fold sm

aller peak 
intensity) (Supplem

entary D
iscussion 3). To test the low photo-

dam
age of 2P-SPIM

, we exposed fly em
bryos to continuous  

illum
ination with 200 m

W
 of average excitation power (about 5 

tim
es higher than the phototoxicity threshold for these sam

ples 
w

hen im
aged with conventional 2P-LSM

10), enabling fast 4D
 

im
aging for up to ~18 h from

 before gastrulation until the end 
of the em

bryonic developm
ent (Figs. 2j, 3 and Supplem

entary 
Video 3). Im

aged em
bryos survived and hatched at the sam

e rate 

as control nonillum
inated em

bryos, underwent norm
al tim

ed 
sequence of developm

ent and showed no phenotypic signs of 
phototoxicity (Fig. 3a, Supplem

entary Fig. 7 and Supplem
entary 

Results 4). In addition, photobleaching of the fluorescence labels 
was negligible, as no apparent decrease in signal was detected after 
m

ore than 2,500 cycles of z -dim
ension stack (z-stack) acquisi-

tions (Fig. 3b). These results confirm
ed the low photodam

age 
propensity of 2P-SPIM

 com
pared with 2P-LSM

, allowing at least 
a fivefold increase in tolerable excitation power.

As the signal rates of 2P-SPIM
 and 2P-LSM

 were sim
ilar, the 

fivefold increase in excitation power that could be used in 2P-
SPIM

 led to a 25-fold increase in fluorescence (excitation intensity 
was well below saturation). This increase in signal directly ena-
bled higher acquisition speed and or higher SN

R for 2P-SPIM
. 

Com
bined w

ith m
ultiview im

aging 5,11 in w
hich the sam

ple is 
rotated by 180° to collect two opposing overlapping z -stacks, the 
high signal level of 2P-SPIM

 at 200 m
W

 excitation power allowed 
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Figure 2  | H
igh im

aging depth of 2P-SPIM
 

com
pared w

ith 1P-SPIM
 and 2P-LSM

 in 3D 
im

aging of fly em
bryos w

ith GFP-labeled  
nuclei. (a–c) x-y im

age slices of stage-13 
em

bryos, obtained using the indicated im
aging 

m
odalities at z = ~50 

m
 from

 em
bryo surface. 

Sim
., sim

ultaneous bidirectional illum
ination; 

seq., sequential bidirectional illum
ination. 

(d–f) y-z im
age slices of stage-13 em

bryos at  
x = ~90 

m
 from

 em
bryo surface (m

iddle of the 
em

bryo). M
I, m

onodirectional illum
ination. 

Arrow
s in d indicate a deep cell at x = ~90 

m
 

and z = ~70 
m

 (m
agnified im

ages at bottom
 

w
ith color m

ap enhancing the contrast). In 
schem

atics, light red and gray planes denote the 
light sheet and the com

putational slice of the 
3D dataset, respectively; green arrow

 denotes 
the signal detection direction, and m

agenta and 
blue arrow

s denote the illum
ination directions.  

A, anterior; P, posterior; D, dorsal; and V, 
ventral. (g–i) x-z im

age slices of stage-5 
em

bryos. Arrow
heads denote the m

idpoint.  
(j) Show

n are 3D renderings of live fly em
bryos 

at various developm
ental stages im

aged w
ith 

2P-SPIM
, w

ith sim
ultaneous bidirectional 

illum
ination. Scale bars, 50 

m
.
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excitation direction


by a Poisson process. If the average number of photons, N,
emitted in a set time interval is given, the probability that a
number, n, of photons are emitted is given by the probability
function

pn = P!X = n" = e−NNn

n!
, k = 0,1,2, . . . . #3$

Histograms showing the number of emitted photons during
multiple experiments and for an average number of photons
N=6 and 60 are shown in Figs. 3(D) and 3(E), respectively.
The average number of measured photons, the signal, is
%n&=N and the standard deviation, the noise, is '%n&. The ra-
tio between the two is plotted in Fig. 3(C). As the average
number of measured photons increases, the relative amount
of noise decreases. This is visible in Fig. 1(G), where confo-

cal images have been acquired with increasing scan speed,
that is, a reduced dwell time (time corresponding to the exci-
tation time for a given pixel) and images appear more grainy
when acquisition time is decreased.

AVOIDING IMAGING ARTIFACTS RELATED TO FAST
BIOLOGICAL MOTION
In addition to the traditional challenges faced when imaging
fixed samples at high magnification (Stelzer, 1998; Brown,
2007), sample motion can introduce other artifacts that
should be avoided at all costs. To help the reader recognize
these defects and determine how to properly balance all im-
aging parameters, we discuss below several common, yet
hard to spot, situations in which insufficient temporal reso-
lution can lead to dramatic data misinterpretation.

Figure 1. Sample motion and long integration
time reduce spatial resolution. !A" When im-
aged through an optical system, photons emitted
by a point source hit the image plane at any
given position with a probability related to the
point spread function. !B" When the point source
is in motion !with a velocity v" it produces a
smeared point spread function whose extent Tv
!with T the integration time" can exceed the ex-
tent of the point spread function resulting from
diffraction alone. !C" In this simulation we con-
sider ring-like structures that are moving with a
uniform velocity from left to right. !D" As the inte-
gration time T increases, the equivalent point
spread function becomes more elongated. !E"
When the sample is bright, it appears blurred as
the integration time increases. !F" Dim, moving
samples require both short integration times to
limit the spread of the point spread function, but
also a sufficient photon count to yield satisfying
signal to noise, thereby calling for a compromise
between resolution and detection. !G" Single
slice of a beating embryonic zebrafish heart im-
aged with a spinning disc confocal microscope at
increasing frame-rates and decreasing integra-
tion times. Longer integration times result in im-
ages with motion blur artifacts but higher photon
counts whereas high frame-rates have lower sig-
nal to noise ratio requiring, again, a compromise.
Scale bar is 50 !m. #See also Supplementary
movies !EPAPS"$.

HFSP Journal

146 Fast fluorescence microscopy for imaging . . . | Vermot et al.

D
ow

nl
oa

de
d 

by
 [1

17
.1

94
.2

29
.7

5]
 a

t 1
2:

38
 1

3 
Se

pt
em

be
r 2

01
4 

by a Poisson process. If the average number of photons, N,
emitted in a set time interval is given, the probability that a
number, n, of photons are emitted is given by the probability
function

pn = P!X = n" = e−NNn

n!
, k = 0,1,2, . . . . #3$

Histograms showing the number of emitted photons during
multiple experiments and for an average number of photons
N=6 and 60 are shown in Figs. 3(D) and 3(E), respectively.
The average number of measured photons, the signal, is
%n&=N and the standard deviation, the noise, is '%n&. The ra-
tio between the two is plotted in Fig. 3(C). As the average
number of measured photons increases, the relative amount
of noise decreases. This is visible in Fig. 1(G), where confo-

cal images have been acquired with increasing scan speed,
that is, a reduced dwell time (time corresponding to the exci-
tation time for a given pixel) and images appear more grainy
when acquisition time is decreased.

AVOIDING IMAGING ARTIFACTS RELATED TO FAST
BIOLOGICAL MOTION
In addition to the traditional challenges faced when imaging
fixed samples at high magnification (Stelzer, 1998; Brown,
2007), sample motion can introduce other artifacts that
should be avoided at all costs. To help the reader recognize
these defects and determine how to properly balance all im-
aging parameters, we discuss below several common, yet
hard to spot, situations in which insufficient temporal reso-
lution can lead to dramatic data misinterpretation.

Figure 1. Sample motion and long integration
time reduce spatial resolution. !A" When im-
aged through an optical system, photons emitted
by a point source hit the image plane at any
given position with a probability related to the
point spread function. !B" When the point source
is in motion !with a velocity v" it produces a
smeared point spread function whose extent Tv
!with T the integration time" can exceed the ex-
tent of the point spread function resulting from
diffraction alone. !C" In this simulation we con-
sider ring-like structures that are moving with a
uniform velocity from left to right. !D" As the inte-
gration time T increases, the equivalent point
spread function becomes more elongated. !E"
When the sample is bright, it appears blurred as
the integration time increases. !F" Dim, moving
samples require both short integration times to
limit the spread of the point spread function, but
also a sufficient photon count to yield satisfying
signal to noise, thereby calling for a compromise
between resolution and detection. !G" Single
slice of a beating embryonic zebrafish heart im-
aged with a spinning disc confocal microscope at
increasing frame-rates and decreasing integra-
tion times. Longer integration times result in im-
ages with motion blur artifacts but higher photon
counts whereas high frame-rates have lower sig-
nal to noise ratio requiring, again, a compromise.
Scale bar is 50 !m. #See also Supplementary
movies !EPAPS"$.

HFSP Journal

146 Fast fluorescence microscopy for imaging . . . | Vermot et al.

D
ow

nl
oa

de
d 

by
 [1

17
.1

94
.2

29
.7

5]
 a

t 1
2:

38
 1

3 
Se

pt
em

be
r 2

01
4 

50 µm


Vermot J., et al (2008) (HFSP Journal)
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Microscopy in biological context



How to Recognize Dirt

Clean (left) and oil-soiled (right) front lens 
of a Plan-APOCHROMAT 20/0.80 objective.
Toad kidney, trichrome staining, bright field. 

Soiled Lens

Images : Carl Zeiss

The Clean Microscope

Soiled Camera and dirt

Always best to have the best image settings 
-better to optimize acquisition than rely on post-acquisition processing  

Something really simple :-)



~300 µm


~400 µm


~150 µm


Optical sectioning

(non-invasive)


Poss et al, (2002) (Science) 


Physical sectioning

(invasive)


Building up a 3D image 



Raster scan to

 form 2D images


Building up a 2D image 

1D detectors (PMT, GaAsP, APD) 2D detectors (CCD, CMOS, sCMOS)

2D illumination




Imaging at the right microscope setting is crucial 

What has been said so far is valid only as long as the mol-

ecule is not affected by photobleaching. In an oxygen-rich

environment, fluorescein bleaches with a quantum efficien-

cy of about 2.7·10–5. Therefore, a fluorescence molecule

can, on average, be excited n = 26,000 times (n = Q/Qb)

before it disintegrates.

With t=       , and referred to the maximum emission rate,
Fmax

this corresponds to a lifetime of the fluorescein molecule of

about 115 µs.

It becomes obvious that an increase in excitation power

can bring about only a very limited gain in the emission

rate. While the power provided by the laser is useful for

FRAP (fluorescence recovery after photobleaching) experi-

ments, it is definitely too high for normal fluorescence

applications. Therefore it is highly important that the exci-

tation power can be controlled to fine increments in the

low-intensity range.

A rise in the emission rate through an increased fluo-

rophore concentration is not sensible either, except within

certain limits. As soon as a certain molecule packing density

is exceeded, other effects (e.g. quenching) drastically

reduce the quantum yield despite higher dye concentration.

Another problem to be considered is the system’s detection

sensitivity. As the fluorescence radiated by the molecule

goes to every spatial direction with the same probability,

about 80% of the photons will not be captured by the

objective aperture (NA = 1.2).

With the reflectance and transmittance properties of the

subsequent optical elements and the quantum efficiency of

the PMT taken into account, less than 10% of the photons

emitted are detected and converted into photoelectrons

(photoelectron = detected photon).

In case of fluorescein (NA =1.2, 100 µW excitation power,

λ = 488 nm), a photon flux of F~23 photons/µsec results.

In combination with a sampling time of 4 µsec/pixel this

means 3–4 photoelectrons/molecule and pixel.

In practice, however, the object observed will be a labeled

cell. As a rule, the cell volume is distinctly greater than the

volume of the sampling point. What is really interesting,

IV

therefore, is the number of dye molecules contained in the

sampling volume at a particular dye concentration. In the

following considerations, diffusion processes of fluo-

rophore molecules are neglected. The computed numbers

of photoelectrons are based on the parameters listed

above.

With λ = 488 nm and NA = 1.2 the sampling volume can

be calculated to be V=12.7 ·10–18 l. Assuming a dye con-

centration of 0.01 µMol/l, the sampling volume contains

about 80 dye molecules. This corresponds to a number of

about 260 photoelectrons/pixel. With the concentration

reduced to 1 nMol/l, the number of dye molecules drops to

8 and the number of photoelectrons to 26/pixel.

Finally it can be said that the number of photons to be ex-

pected in many applications of confocal fluorescence

microscopy is rather small (<1000). If measures are taken

to increase the number of photons, dye-specific properties

such as photobleaching have to be taken into account.

Fig. 22  Excitation photon flux at different laser powers (top)
and excited-state saturation behavior (absorbed photons) of
fluorescein molecules (bottom).
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ecule is not affected by photobleaching. In an oxygen-rich

environment, fluorescein bleaches with a quantum efficien-

cy of about 2.7·10–5. Therefore, a fluorescence molecule

can, on average, be excited n = 26,000 times (n = Q/Qb)

before it disintegrates.

With t=       , and referred to the maximum emission rate,
Fmax

this corresponds to a lifetime of the fluorescein molecule of

about 115 µs.

It becomes obvious that an increase in excitation power

can bring about only a very limited gain in the emission

rate. While the power provided by the laser is useful for

FRAP (fluorescence recovery after photobleaching) experi-

ments, it is definitely too high for normal fluorescence

applications. Therefore it is highly important that the exci-

tation power can be controlled to fine increments in the

low-intensity range.

A rise in the emission rate through an increased fluo-

rophore concentration is not sensible either, except within

certain limits. As soon as a certain molecule packing density

is exceeded, other effects (e.g. quenching) drastically

reduce the quantum yield despite higher dye concentration.

Another problem to be considered is the system’s detection

sensitivity. As the fluorescence radiated by the molecule

goes to every spatial direction with the same probability,

about 80% of the photons will not be captured by the

objective aperture (NA = 1.2).

With the reflectance and transmittance properties of the

subsequent optical elements and the quantum efficiency of

the PMT taken into account, less than 10% of the photons

emitted are detected and converted into photoelectrons

(photoelectron = detected photon).

In case of fluorescein (NA =1.2, 100 µW excitation power,

λ = 488 nm), a photon flux of F~23 photons/µsec results.

In combination with a sampling time of 4 µsec/pixel this

means 3–4 photoelectrons/molecule and pixel.

In practice, however, the object observed will be a labeled

cell. As a rule, the cell volume is distinctly greater than the

volume of the sampling point. What is really interesting,

IV

therefore, is the number of dye molecules contained in the

sampling volume at a particular dye concentration. In the

following considerations, diffusion processes of fluo-

rophore molecules are neglected. The computed numbers

of photoelectrons are based on the parameters listed

above.

With λ = 488 nm and NA = 1.2 the sampling volume can

be calculated to be V=12.7 ·10–18 l. Assuming a dye con-

centration of 0.01 µMol/l, the sampling volume contains

about 80 dye molecules. This corresponds to a number of

about 260 photoelectrons/pixel. With the concentration

reduced to 1 nMol/l, the number of dye molecules drops to

8 and the number of photoelectrons to 26/pixel.

Finally it can be said that the number of photons to be ex-

pected in many applications of confocal fluorescence

microscopy is rather small (<1000). If measures are taken

to increase the number of photons, dye-specific properties

such as photobleaching have to be taken into account.

Fig. 22  Excitation photon flux at different laser powers (top)
and excited-state saturation behavior (absorbed photons) of
fluorescein molecules (bottom).
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Suitable detector with a good quantum efficiency

Suitable laser power

Images : Carl Zeiss



Imaging at the right microscope setting is crucial 

Suitable detector gain



Digitization

https://andiemer.files.wordpress.com/2009/11/14-picture-1.png
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Fig. 12  Pointwise sampling of a continuous signal 
T = spacing of two consecutive sampling points 
t  = time of signal detection (t<<T)

As a rule , object information is detected by a pho-

tomultiplier tube (PMT). The PMT registers the spa-

tial changes of object properties I(x) as a temporal

intens i ty f luc tuat ion I(t) .  Spat ia l and tempora l

coordinates are related to each other by the speed

of the scanning process (x = t ·vscan). The PMT con-

verts opt ica l informat ion into e lectrica l informa-

tion . The continuous electric signal is periodically

samp led by an ana log-to-d ig ita l (A/D) converter

and thus transformed into a discrete , equidistant

succession of measured data (pixels) (figure 12).

Types of A/D conversion

The quality of the image scanned depends on the

type of A/D conversion wh ich is emp loyed . Two

types can be distinguished:

• Samp l ing : The t ime (t) for s igna l  de tec t ion

(measurement) is small compared to the time (T)

per cycle (pixel time) (see figure 12).

• Integrat ion : The signa l detect ion t ime has the

same order of magnitude as the pixel time . 

Integration is equivalent to an averaging of inten-

sities over a certain percentage of the pixel time

known as pixel dwell time . To avoid signal distor-

tion (and thus to prevent a loss of resolution), the

integrat ion t ime must be shorter than the p ixe l

time . The highest resolution is attained w ith point

samp l ing (the samp l ing t ime is inf in i tes ima l ly

short ,  so that a maximum density of samp l ing

points can be obtained). By signal integration , a

greater share of the light emitted by the specimen

contributes to the image signal. Where signals are

weak (e .g . fluorescence), this is a decisive advan-

tage over point sampling w ith regard to the signal-

to-noise ratio (SNR). Therefore , Carl Zeiss confocal

LSM systems operate in the integration mode , as a

rule . The absolute integration time can be modi-

f ied by varying the scann ing speed , wh ich a lso

means a change of the pixel time .

Signal Processing
Part 2
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Nyquist theorem

It is known from Part 1 that the information con-

tent of the signal is limited by the resolving power

of the microscope optics. A realistic estimate for

the resolving power is the full w idth at half maxi-

mum intensity (FWHM lat) of a po int image (see

equation 3). 

To avoid a loss of information during the scanning

process,  it  is necessary to st ick to the Nyqu ist

theorem. The optimal pixel spacing in scanning a

periodic signal, as defined by the Nyquist theorem,

is ha lf the period of the feature spac ing to be

reso lved , or two p ixe ls per reso lvab le structure

detail. Together w ith the resolving power defined

above , this results in a maximum pixel spacing of

dpix = 0 .5 x FWHM lat.

W ith a two-point object (see explanation on page

17) ,  the p ixe l spac ing needed to separate the

two A iry discs in the digitized image is 0 .25 AU

(figure 13).

If the number of sampling points per feature size is

sma ller than that g iven by the Nyqu ist theorem

(undersamp ling), part of the informat ion w ill be

lost. This is evident in Figure 14c especially by the

unresolved fine features. 

A greater number of sampling points per feature

size (oversamp ling) means a greater number of

readings w ithout a gain in information ; simultane-

ously, the t ime per p ixe l becomes shorter. Thus,

the volume of data to be processed is inflated , and

the noise of the measurement signal increases (see

page 20)

Under unfavorable conditions, also artefacts may

result out of the digitization process (aliasing). As

a rule , this is the case if the feature spacing in the

spec imen is equa l, or nearly equa l, to the p ixe l

spacing .

Fig. 13  The graph illustrates the scanning of a two-point object
with the minimum number of sampling points needed to avoid
a loss of resolution (spacing of sampling points 0.25 AU).

Fig. 14   Oversampling, correct 
sampling and undersampling 
of a continous signal.
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Pixel size

A quantity of decisive importance in this connec-

t ion is the maximum scann ing ang le set via the

scanning zoom. By varying the scanning angle , it is

possible to directly influence the edge length of

the scanned field in the intermediate image plane

(or object plane), and thus the pixel size (at a given

number of pixels per line). The smaller the scan-

ning angle , the smaller is the edge length of the

scanned field , and the smaller is the pixel (see the

example below).

In this way, the user of a Carl Zeiss confocal LSM

can control the sampling rate (pixel size). For set-

t ing the su i tab le scann ing zoom for correc t

Nyquist sampling , the pixel size dPix in the object

plane is important. 

For examp le ,  w ith a 40 x ob jec t ive (NA = 1.3),  

512 pixels per scan line and a wavelength of 488 nm,

the fu l l  reso lv ing po w er (correc t  samp l ing) is

achieved w ith a scanning zoom of 4 .56 as a mini-

mum ; the correspond ing p ixe l size is 95 .8 nm .

W ith lower factors of the scanning zoom the pixel

size itself w ill be the limiting factor for resolution

(pixel resolution). Higher factors w ill cause over-

sampling . Hence , the zoom factor influences not

only the total magnification but also the resolution

properties of the system. 

W ith the more recent LSM systems of Carl Zeiss,

the number of sampling points can also be influ-

enced by an increase in the number of pixels per

scan line . 

(The number of p ixe ls (X/Y) per image can be

freely selected between 4 x 2 and 2048 x 2048). 

For a Carl Zeiss confocal LSM , there is a simple for-

mula , based on the edge length of the scanned

field in the intermediate image:

Number of pixels = number of pixels per line
Zoom factor (Z) = scanning zoom set in the software 
(Example: Zoom factor 2 reduces the edge length of the
scanned  field by a factor of 2)
Magnificationobj = objective magnification
System constant = 8.94 mm with LSM 510, LSM 5 Pascal 
(minimum zoom factor = 0.7); 12.77 mm with LSM 310,
LSM 410 (minimum zoom factor=1) 

The minimum scanning zoom needed to fullfill the

Nyqu ist theorem can therefore be ca lcu lated as

follows :

NA = numerical aperture of objective
λexc = excitation wavelength

Signal Processing
Part 2

b) c)

Correct sampling Undersampling

Pixels Pixels

50

100

150

50

100

150

0 50 100 150 0 50 100 150

 system constant

number of pixels . zoomfactor . magnificationobj

dpix =

 3.92 . NA . system constant

number of pixels .magnificationobj 
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Pixel size
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(The number of p ixe ls (X/Y) per image can be

freely selected between 4 x 2 and 2048 x 2048). 

For a Carl Zeiss confocal LSM , there is a simple for-

mula , based on the edge length of the scanned

field in the intermediate image:

Number of pixels = number of pixels per line
Zoom factor (Z) = scanning zoom set in the software 
(Example: Zoom factor 2 reduces the edge length of the
scanned  field by a factor of 2)
Magnificationobj = objective magnification
System constant = 8.94 mm with LSM 510, LSM 5 Pascal 
(minimum zoom factor = 0.7); 12.77 mm with LSM 310,
LSM 410 (minimum zoom factor=1) 

The minimum scanning zoom needed to fullfill the

Nyqu ist theorem can therefore be ca lcu lated as

follows :

NA = numerical aperture of objective
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The pictures on the left demonstrate the influence

of pixel time and averaging on SNR; object details

can be made out much better if the p ixe l t ime

increases or averaging is employed .

Another sizeable factor influencing the SNR of an

image is the efficiency of the detection beam path .

This can be directly influenced by the user through

the se lect ion of appropriate f ilters and d ichro ic

beamsp l it ters.  The SNR of a FITC f luorescence

image , for example , can be improved by a factor

of about 4 (6 dB) if the e lement separat ing the

excitation and emission beam paths is not a neu-

tral 80/20 beamsplitter1 but a dichroic beamsplit-

ter optimized for the particular fluorescence . 

Fig. 20   Three confocal images of the same fluorescence
specimen (mouse kidney section, glomeruli labeled with
Alexa488 in green and actin labelled with Alexa 564
phalloidin in red).
All images were recorded with the same parameters,
except pixel time and average. The respective pixel times
were 0.8 µs in a), 6.4 µs (no averaging) in b),
and 6.4 µs plus 4 times line-wise averaging in c).

a)

b)

c)

1 An 80/20 beamsp litter ref lects 20 % of the laser light
onto the specimen and transm its 80 % of the em itted
fluorescence to the detector.
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Fig. 12  Two confocal images of the same fluorescence specimen
(mesophyll cells). Both images were recorded with identical parame-
ters except pixel time, which is 4.48 µs for the top image and 1.12 µs
for the bottom image. According to Diagram 8, the difference in SNR
is 6 dB. The same effect can be observed if the averaging method is
applied.
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(mesophyll cells). Both images were recorded with identical parame-
ters except pixel time, which is 4.48 µs for the top image and 1.12 µs
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Image is a matrix of numbers
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Gray values
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How high can the numbers be ?

0 -1 
0 -11 

: 
: 

0 -11111111 
: 

0 -111111111111 
: 

0 -1111111111111111

1-bit 
2-bit 
: 
: 
8-bit 
: 
12-bit 
: 
16-bit

0 - 1 
0 - 3 
: 
: 
0 - 255 
: 
0 - 4095 
: 
0 - 65535

(0 – 11)binary = (0 – 1x21 +1x20)decimal!

                             = (0 - 3)decimal
 !

Dynamic Range
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Image bit-depth
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Colored Images

http://www.wired.com/wp-content/uploads/2015/02/Unknown.png
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FileName� /Labs/images/EX36-CG-3.lsm�
FileModDate� 23-Aug-2011 13:20:11�
FileSize� 877951876�
Format� TIF�
Width� 2048�
Height� 1024�
BitDepth� 16�
ColorType� Indexed�
BitsPerSample� 16�
Compression� Uncompressed�
PhotometricInterpretation�RGB Palette�
MaxSampleValue� 65535�
MinSampleValue� 0�
Binning� 1�
PixelResolutionUnitX� microns�
PixelResolutionUnitY� microns�
PixelResolutionUnitZ� microns�
PixelResolutionX� 0.155370�
PixelResolutionY� 0.155370�
PixelResolutionZ� 4.754000�
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• information about image content !
• acquisition parameters !
• manufacturer-specific data
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Contrast adjustment3) Contrast adjustments 

 
Often, images have a low dynamic range and many of its features are difficult to see. We will 
present different intensity transformations that will improve the appearance of the images.  
Improving the appearance of an image does not merely serve an aesthetic role – often, it can help 
improve the performance of image segmentation algorithms and feature recognition.  
 
During contrast adjustment, the intensity value of each pixel in the raw image is transformed using 
a transfer function to form a contrast-adjusted image.  The most common transfer function is the 
gamma contrast adjustment: 
 

 
 
Here low_in and low_high give the low and high grayscale intensity values for the contrast 
adjustment, and gamma gives the exponent for the transfer function. 
 
The basic matlab function for contrast adjustment is imadjust. It has the syntax: 
 
g = imadjust(f,[low_in high_in],[low_out high_out],gamma) 
 
Without the optional arguments (g = imadjust(f)), the output image has 1% of the data in f 
is saturated at low and high intensities. 
 
Try the following commands (negative image) 
 
>> f = imread('chest-xray.tif'); 
 
>> imshow(f) 
 
>> g1 = imadjust(f); 
 
>> imshow(g1) 
 
>> g2 = imadjust(f, [0 1], [1 0]); 
 
>> figure,imshow(g2) 
 

intensity#transforms#

'
' 'modifying'intensity'distribu3on'so'that'resul3ng'frame'is'more'suitable'
' 'than'the'original'for'a'specific'applica3on'(displays,'prin3ng,'analysis,'…)'
' ''

4/3/12' 18'

g(x, y) = T [f(x, y)]

s = T (r)

Input Intensity

O
ut

pu
t I

nt
en

si
ty
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Contrast adjustment

3) Contrast adjustments 

 
Often, images have a low dynamic range and many of its features are difficult to see. We will 
present different intensity transformations that will improve the appearance of the images.  
Improving the appearance of an image does not merely serve an aesthetic role – often, it can help 
improve the performance of image segmentation algorithms and feature recognition.  
 
During contrast adjustment, the intensity value of each pixel in the raw image is transformed using 
a transfer function to form a contrast-adjusted image.  The most common transfer function is the 
gamma contrast adjustment: 
 

 
 
Here low_in and low_high give the low and high grayscale intensity values for the contrast 
adjustment, and gamma gives the exponent for the transfer function. 
 
The basic matlab function for contrast adjustment is imadjust. It has the syntax: 
 
g = imadjust(f,[low_in high_in],[low_out high_out],gamma) 
 
Without the optional arguments (g = imadjust(f)), the output image has 1% of the data in f 
is saturated at low and high intensities. 
 
Try the following commands (negative image) 
 
>> f = imread('chest-xray.tif'); 
 
>> imshow(f) 
 
>> g1 = imadjust(f); 
 
>> imshow(g1) 
 
>> g2 = imadjust(f, [0 1], [1 0]); 
 
>> figure,imshow(g2) 
 

Input Intensity

O
ut

pu
t I

nt
en

si
ty

power#transforms#

'
' 'similar'effect'to'log;transforms'
' ' 'but'varying'gamma'changes'curve'shape'
' ' ''

'
' 'spreading'or'compressing'original'intensity'values'

'
'

''

4/3/12' 21'

s = c · r�

Output = c. (Input Image)^(gamma)

power#transform#

'
''

'
'
'
'
'
'
'
'
'
'
'
'

''''''''γ'='0.3'''''''''''''''''''''γ'='0.6''''''''''''''''''''''γ'='1 ' ' 'γ'='2' ' '''''''γ'='7'

4/4/12' 22'

s = c · r�
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Binning
subsampling#

' ''
'
'
'
'
'
'
'
'
'

' ''
' 'did'resolu3on'change'in'4'frames'above'

'
' 'did'resolu3on'change'in'enlarged'frame'

'
' ' ' ' ' ' ' ' ' ' ' ' '''enlarged'

4/3/12' 2'

subsampling#

' ''
'
'
'
'
'
'
'
'
'

' ''
' 'did'resolu3on'change'in'4'frames'above'

'
' 'did'resolu3on'change'in'enlarged'frame'

'
' ' ' ' ' ' ' ' ' ' ' ' '''enlarged'

4/3/12' 2'

subsampling#

' ''
'
'
'
'
'
'
'
'
'

' ''
' 'did'resolu3on'change'in'4'frames'above'

'
' 'did'resolu3on'change'in'enlarged'frame'

'
' ' ' ' ' ' ' ' ' ' ' ' '''enlarged'

4/3/12' 2'

subsampling#

' ''
'
'
'
'
'
'
'
'
'

' ''
' 'did'resolu3on'change'in'4'frames'above'

'
' 'did'resolu3on'change'in'enlarged'frame'

'
' ' ' ' ' ' ' ' ' ' ' ' '''enlarged'

4/3/12' 2'

subsampling#

' ''
'
'
'
'
'
'
'
'
'

' ''
' 'did'resolu3on'change'in'4'frames'above'

'
' 'did'resolu3on'change'in'enlarged'frame'

'
' ' ' ' ' ' ' ' ' ' ' ' '''enlarged'

4/3/12' 2'
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Interpolationinterpola:on#
!

'
'
'
'
'
'
'
'
'

'''''' 'original'''''''''''''''''''''''''''nearest''''''''''''''''''''''''''''bilinear''''''''''''''''''''''''''''bicubic'
'
'

' ' ' ' 'bicubic'interpola3on'preserves'finer'detail'
'

4/3/12' 4'

interpola:on#
!

'
'
'
'
'
'
'
'
'

'''''' 'original'''''''''''''''''''''''''''nearest''''''''''''''''''''''''''''bilinear''''''''''''''''''''''''''''bicubic'
'
'

' ' ' ' 'bicubic'interpola3on'preserves'finer'detail'
'

4/3/12' 4'

interpola:on#
!

'
'
'
'
'
'
'
'
'

'''''' 'original'''''''''''''''''''''''''''nearest''''''''''''''''''''''''''''bilinear''''''''''''''''''''''''''''bicubic'
'
'

' ' ' ' 'bicubic'interpola3on'preserves'finer'detail'
'

4/3/12' 4'

interpola:on#
!

'
'
'
'
'
'
'
'
'

'''''' 'original'''''''''''''''''''''''''''nearest''''''''''''''''''''''''''''bilinear''''''''''''''''''''''''''''bicubic'
'
'

' ' ' ' 'bicubic'interpola3on'preserves'finer'detail'
'

4/3/12' 4'

nearest neighbor 
impose a finer grid, 
pick nearest pixel in 
original!

bilinear 
weighted average 
of 2 x 2 neighbors!

bicubic!
weighted average 
of 4 x 4 neighbors!
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Average
averaging#mul:ple#frames#

'
' ''

'
'
'
'
'
'
'
'
'

' ' 'single'frame ' ' '''''average'of'20 ' '''''''''average'of'100'

4/3/12' 10'

averaging#mul:ple#frames#

'
' ''

'
'
'
'
'
'
'
'
'

' ' 'single'frame ' ' '''''average'of'20 ' '''''''''average'of'100'

4/3/12' 10'

averaging#mul:ple#frames#

'
' ''

'
'
'
'
'
'
'
'
'

' ' 'single'frame ' ' '''''average'of'20 ' '''''''''average'of'100'

4/3/12' 10'

single frame average of 20 average of 100
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Binary images (thresholding)



Mask
masking#

'
' 'mul3plica3on'of'a'frame'by'a'mask'

'
'
'

' ' ' ' ' ' '''''*'''''''''''''''' ' '''''''''='
'
'

' ''
'
'

' ''
' 'h'is'a'binary'image'defining'a'region'of'interest'
' ' 'it'can'contain'mul3ple,'arbitrary'shapes'

'
' '!

!

4/3/12' 14'

f(x, y) · h(x, y) = g(x, y)

masking#

'
' 'mul3plica3on'of'a'frame'by'a'mask'

'
'
'

' ' ' ' ' ' '''''*'''''''''''''''' ' '''''''''='
'
'

' ''
'
'

' ''
' 'h'is'a'binary'image'defining'a'region'of'interest'
' ' 'it'can'contain'mul3ple,'arbitrary'shapes'

'
' '!

!

4/3/12' 14'

f(x, y) · h(x, y) = g(x, y)

masking#

'
' 'mul3plica3on'of'a'frame'by'a'mask'

'
'
'

' ' ' ' ' ' '''''*'''''''''''''''' ' '''''''''='
'
'

' ''
'
'

' ''
' 'h'is'a'binary'image'defining'a'region'of'interest'
' ' 'it'can'contain'mul3ple,'arbitrary'shapes'

'
' '!

!

4/3/12' 14'

f(x, y) · h(x, y) = g(x, y)

* =
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Spatial filtering
Smoothing

Average (Mean) Disk GaussianMedian
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Spatial filtering
Derivatives

LoG

sharpening#filters#

&
& &highligh$ng&transi$ons&in&intensity&

&

4/9/12& 16&

@f

@x

= f(x+ 1)� f(x)

@

2
f

@x

2
= f(x+ 1) + f(x� 1)� 2f(x)

r2
f =

@

2
f

@x

2
+

@

2
f

@y

2

r2
f = f(x+ 1, y) + f(x� 1, y) + f(x, y + 1) + f(x, y � 1)� 4f(x, y)

@

2
f

@x

2
= f(x+ 1, y) + f(x� 1, y)� 2(x, y)

@

2
f

@y

2
= f(x, y + 1) + f(x, y � 1)� 2(x, y)

0 1 0
1 �4 1
0 1 0

sharpening#filters#

&
& &highligh$ng&transi$ons&in&intensity&

&

4/9/12& 16&

@f

@x

= f(x+ 1)� f(x)

@

2
f

@x

2
= f(x+ 1) + f(x� 1)� 2f(x)

r2
f =

@

2
f

@x

2
+

@

2
f

@y

2

r2
f = f(x+ 1, y) + f(x� 1, y) + f(x, y + 1) + f(x, y � 1)� 4f(x, y)

@

2
f

@x

2
= f(x+ 1, y) + f(x� 1, y)� 2(x, y)

@

2
f

@y

2
= f(x, y + 1) + f(x, y � 1)� 2(x, y)

0 1 0
1 �4 1
0 1 0

gradient#

&
& &highligh$ng&discon$nui$es&with&deriva$ves&
& & &Laplacian&(2nd&order)&enhances&fine&detail,&can&produce&noisy&results&
& & &gradient&(1st&order)&response&to&noise&is&lower&than&Laplacian&

&
&
&
&
&
&
&
&

& & & &&&&&original& & & &gradient & & &&&&&&&&Laplacian&
! !!

!

! !&
&

4/9/12& 22&

f(x, y) + c[r2
f(x, y)]M(x, y) ⇡

����
@f

@x

����+
����
@f

@y

����

Gradient

gradient#

&
& &highligh$ng&discon$nui$es&with&deriva$ves&
& & &Laplacian&(2nd&order)&enhances&fine&detail,&can&produce&noisy&results&
& & &gradient&(1st&order)&response&to&noise&is&lower&than&Laplacian&

&
&
&
&
&
&
&
&

& & & &&&&&original& & & &gradient & & &&&&&&&&Laplacian&
! !!

!

! !&
&

4/9/12& 22&

f(x, y) + c[r2
f(x, y)]M(x, y) ⇡

����
@f

@x

����+
����
@f

@y

����

gradient#

&
& &highligh$ng&discon$nui$es&with&deriva$ves&
& & &Laplacian&(2nd&order)&enhances&fine&detail,&can&produce&noisy&results&
& & &gradient&(1st&order)&response&to&noise&is&lower&than&Laplacian&

&
&
&
&
&
&
&
&

& & & &&&&&original& & & &gradient & & &&&&&&&&Laplacian&
! !!

!

! !&
&

4/9/12& 22&

f(x, y) + c[r2
f(x, y)]M(x, y) ⇡

����
@f

@x

����+
����
@f

@y

����

Laplacian

deriva8ve#filters#

&
& &combining&gradient&and&Laplacian&
& & &either&gradient&or&Laplacian&cannot&achieve&the&same&result&

&
&
&
&
&
&

& & & &&&original & & & &gradient & &&&&&&&&smoothed&gradient&
&
&
&
&
&
&

& & & &Laplacian& &&&&&&&&&sm.&grad&*&laplacian&&&&&&&&&sm.&grad&*&lap&+&c&

4/9/12& 23&

gradient#

&
& &highligh$ng&discon$nui$es&with&deriva$ves&
& & &Laplacian&(2nd&order)&enhances&fine&detail,&can&produce&noisy&results&
& & &gradient&(1st&order)&response&to&noise&is&lower&than&Laplacian&

&
&
&
&
&
&
&
&

& & & &&&&&original& & & &gradient & & &&&&&&&&Laplacian&
! !!

!

! !&
&

4/9/12& 22&

f(x, y) + c[r2
f(x, y)]M(x, y) ⇡

����
@f

@x

����+
����
@f

@y

����
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Combined filtering
deriva8ve#filters#

&
& &combining&gradient&and&Laplacian&
& & &either&gradient&or&Laplacian&cannot&achieve&the&same&result&

&
&
&
&
&
&

& & & &&&original & & & &gradient & &&&&&&&&smoothed&gradient&
&
&
&
&
&
&

& & & &Laplacian& &&&&&&&&&sm.&grad&*&laplacian&&&&&&&&&sm.&grad&*&lap&+&c&

4/9/12& 23&

deriva8ve#filters#

&
& &combining&gradient&and&Laplacian&
& & &either&gradient&or&Laplacian&cannot&achieve&the&same&result&

&
&
&
&
&
&

& & & &&&original & & & &gradient & &&&&&&&&smoothed&gradient&
&
&
&
&
&
&

& & & &Laplacian& &&&&&&&&&sm.&grad&*&laplacian&&&&&&&&&sm.&grad&*&lap&+&c&

4/9/12& 23&

deriva8ve#filters#

&
& &combining&gradient&and&Laplacian&
& & &either&gradient&or&Laplacian&cannot&achieve&the&same&result&

&
&
&
&
&
&

& & & &&&original & & & &gradient & &&&&&&&&smoothed&gradient&
&
&
&
&
&
&

& & & &Laplacian& &&&&&&&&&sm.&grad&*&laplacian&&&&&&&&&sm.&grad&*&lap&+&c&

4/9/12& 23&

deriva8ve#filters#

&
& &combining&gradient&and&Laplacian&
& & &either&gradient&or&Laplacian&cannot&achieve&the&same&result&

&
&
&
&
&
&

& & & &&&original & & & &gradient & &&&&&&&&smoothed&gradient&
&
&
&
&
&
&

& & & &Laplacian& &&&&&&&&&sm.&grad&*&laplacian&&&&&&&&&sm.&grad&*&lap&+&c&

4/9/12& 23&

deriva8ve#filters#

&
& &combining&gradient&and&Laplacian&
& & &either&gradient&or&Laplacian&cannot&achieve&the&same&result&

&
&
&
&
&
&

& & & &&&original & & & &gradient & &&&&&&&&smoothed&gradient&
&
&
&
&
&
&

& & & &Laplacian& &&&&&&&&&sm.&grad&*&laplacian&&&&&&&&&sm.&grad&*&lap&+&c&

4/9/12& 23&

deriva8ve#filters#

&
& &combining&gradient&and&Laplacian&
& & &either&gradient&or&Laplacian&cannot&achieve&the&same&result&

&
&
&
&
&
&

& & & &&&original & & & &gradient & &&&&&&&&smoothed&gradient&
&
&
&
&
&
&

& & & &Laplacian& &&&&&&&&&sm.&grad&*&laplacian&&&&&&&&&sm.&grad&*&lap&+&c&

4/9/12& 23&

deriva8ve#filters#

&
& &combining&gradient&and&Laplacian&
& & &either&gradient&or&Laplacian&cannot&achieve&the&same&result&

&
&
&
&
&
&

& & & &&&original & & & &gradient & &&&&&&&&smoothed&gradient&
&
&
&
&
&
&

& & & &Laplacian& &&&&&&&&&sm.&grad&*&laplacian&&&&&&&&&sm.&grad&*&lap&+&c&

4/9/12& 23&

deriva8ve#filters#

&
& &combining&gradient&and&Laplacian&
& & &either&gradient&or&Laplacian&cannot&achieve&the&same&result&

&
&
&
&
&
&

& & & &&&original & & & &gradient & &&&&&&&&smoothed&gradient&
&
&
&
&
&
&

& & & &Laplacian& &&&&&&&&&sm.&grad&*&laplacian&&&&&&&&&sm.&grad&*&lap&+&c&

4/9/12& 23&

Edge detection and segmentation
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Image similarity
Image differences

arithme:c#

'
' 'subtrac3ng'frames''
' ' 'visualizing'or'enhance'differences'

'
'
'

' ' ' ' ' ' '''''–'''''''''''''''' ' '''''''''='
'
'

' ''
'
'

' 'visually'f'and'h'(bit;planes)'are'almost'iden3cal'
' ' 'difference'image'shows'otherwise'

!
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Image similarity
Image correlation
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Image convolution



Intensity Projections

Maximum Average Standard Dev. Median Minimum
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Image transforms
E-:28#625+.3#

)
) )=.9#&)-)7"+:0#,)!+")<>.'>)<#)<-&?)?+)*#/.=&)-)J0?#")
) ) )!"#$%#&'()*+,-.&)./).*#-0)!+")J&*.&=)-&*)+78,.Q.&=)-)J0?#")
) ) )-'?%-0)J0?#".&=)+7#"-8+&)'-&):#).,70#,#&?#*).&)/7-8-0)*+,-.&))

1233235) 54)

Fourier transform
034#6+72823/2#

1234235) 3)

-,,9+3.#/-,528#

)
)
)
)
)
)
)
)
)
)
)
)
)
)
)
)

1234235) 6)
Slide Courtesy : Dr. Alphan Altinok



Outline
Digital image formation  

Image properties 

Image processing 

Available softwares
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Resources @ Caltech



Image formats

raster : storing as a grid 
vector : storing shapes 
!
compression/no compression 
reducing irrelevant/redundant information 
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Available softwares
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Questions


